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ABSTRACT

This dissertation addresses two problems of optimizing energy consumption in

Wireless Sensor Networks (WSNETs) and “smart” buildings.

For the first topic, we study energy-efficient implementations of averaging/consen-

sus algorithms in WSNETs. For static topologies we notice that a Bidirectional

Spanning Tree (BST) is preferable in terms of convergence time. We formulate the

combinatorial optimization problem of selecting such a minimal energy tree as a

mixed integer linear programming problem. We then devise a semi-definite relax-

ation and a series of graph-based algorithms that yield energy-efficient BSTs, and

establish associated bounds on the optimal cost. For dynamic topologies we consider

a load-balancing algorithm which has preferable convergence time. We formulate the
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problem of selecting a minimal energy interconnected network over which we can

run the algorithm as a Dynamic Programming (DP) problem. We first consider the

scenario of a large enough time horizon and show that the problem is equivalent to

constructing a Minimum Spanning Tree. We then consider the scenario of a limited

time horizon and employ a “rollout” heuristic that generates near-optimal solutions.

For the second topic, we develop a market-based mechanism that enables a build-

ing Smart Microgrid Operator (SMO) to offer regulation service reserves and meet the

associated obligation of fast response to commands issued by the wholesale market

Independent System Operator (ISO). The proposed market-based mechanism allows

the SMO to control the behavior of internal loads through price signals and to provide

feedback to the ISO. A regulation service reserve quantity is transacted between the

SMO and the ISO for a relatively long period of time. During this period the ISO

follows shorter time scale stochastic dynamics to repeatedly request from the SMO

to decrease/increase its consumption. We model the operational task of selecting an

optimal short time scale dynamic pricing policy as a DP that maximizes average SMO

and ISO utility. We then formulate a non-linear programming static problem that

provides an upper bound on the optimal utility. We study an asymptotic regime in

which this upper bound is shown to be tight and the static policy provides an efficient

approximation of the dynamic pricing policy.
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Chapter 1

Introduction

Energy, in particular electricity, is vital to ensuring a healthy economy and population.

The 2001 California power shortages and the 2003 Northeast-Midwest power blackout,

along with persistent high oil and natural gas prices in past decades, have highlighted

the importance of energy efficiency and conservation.

This dissertation addresses the optimization of energy consumption in two research

areas, Wireless Sensor NETworks (WSNETs) and large “smart” buildings.

This chapter gives an overview of WSNETs and discusses issues concerning elec-

tricity consumption in large buildings. We first highlight energy conservation issues

in WSNETs and then focus on their closely related applications. In particular, we

consider consensus and averaging problems. A review of some distributed averaging

algorithm-s with appealing convergence results and a proposal of constructing energy

efficient topologies for distributed averaging in WSNETs follow.

In the second part of this dissertation, we briefly introduce smart buildings con-

nected to a smart grid, where WSNETs have significant application potential. After

reviewing the advanced retail power markets with special interest in the real-time

markets, we propose the problem of modulating electricity consumption in smart
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buildings as means to offer regulation service to the power grid.

1.1 Wireless Sensor Networks

1.1.1 An Overview

A WSNET consists of a large number of spatially distributed small-size, low-cost

and low-power autonomous devices, which we call “sensor nodes” or “motes”. Sensor

nodes are mainly powered by batteries and equipped with sensing, data processing

and wireless communication units. Despite their limited capability, individual nodes

can coordinate to monitor physical or environmental conditions, process sensed data,

exchange information and perform specific actions as a network.

Since their emergence in the late 1990s, WSNETs have attracted extensive atten-

tion and wide interests in both academia and industry [Akyildiz et al., 2002; Puccinelli

and Haenggi, 2005]. Applications of WSNETs are mostly found in, but not limited

to the following areas:

• Environmental and Wildlife Monitoring: The University of California at Berke-

ley and the College of the Atlantic deployed a network of motes on the Great

Duck Island off the coast of Maine to monitor ecological habitats [Mainwaring

et al., 2002]. In Princeton’s Zebranet, a dynamic sensor network is created by

attaching special collars to the necks of zebras to monitor their moves and behav-

iors [Juang et al., 2002]. Harvard University, the University of New Hampshire,

and the University of North Carolina deployed a WSNET at Volcán Tungurahua
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to collect infrasonic signals during eruptions [Werner-allen et al., 2005].

• Medical Research and Health Care: Harvard University and Boston University

Medical School’s CodeBlue project uses Wireless Body Area Sensor Networks

(WBASNs) in rapid disaster response scenarios [Malan et al., 2004]. A flexi-

ble and efficient WBASN solution for a wide range of applications is developed

in [Farella et al., 2008] and focuses on posture and activity recognition appli-

cations through practical and on-the-field testing. We note that research in

WBASN is rapidly growing and has the potential to significantly impact the

delivery of health care [Latré et al., 2011].

• Military Applications: DARPA’s self-healing minefield uses a self-organizing

WSNET to respond to attacks and redistribute the mines in order to heal

branches and complicate the progress of enemy troops [DARPA-ATO, 2002]. In

Vanderbilt University’s PinPtr [Maroti et al., 2004], an acoustic sensor network

is developed for sniper localization by detecting the muzzle blast and acoustic

shock wave. The network uses the arrival times of acoustic events at different

sensor nodes to estimate the sniper’s position.

• Industrial Automation and Smart Buildings: A two-layer WSNET is developed

to monitor industrial plants [Yamaji et al., 2008]. Data measured by the lower

layer are transmitted to the upper layer through an ad-hoc mesh network and

redundant gateways, so that reliability can be maintained even under severe
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conditions. A WSNET is deployed in a Boston University building which uti-

lizes pairwise Received Signal Strength Indications (RSSI) of sensor nodes for

indoor localization [Paschalidis and Guo, 2009]. The developed testbed has been

extended to forklift tracking and scheduling in warehouses [Paschalidis et al.,

2009b]. An intelligent energy-conservation system by a WSNET can monitor

the usage of electric appliances in a building and help determine whether there

are electric appliances that can be turned off for energy conservation [Yeh et al.,

2009].

Although individual applications may feature specific characteristics and require-

ments, successfully designed WSNETs usually share some common features.

WNNETs have little or no infrastructure. The number of sensor nodes in a WS-

NET could be several orders of magnitude higher than that in ad hoc networks,

and dense deployments are required to ensure coverage and connectivity. The sensor

node position need not be engineered or pre-determined. This facilitates WSNETs

to be randomly deployed in human inaccessible terrains. Sensor nodes operate on

nonrenewable power resources and rely on a short-range, multi-hop communication

paradigm to send/receive messages wirelessly. Despite the general assumption that

sensor nodes are stationary, their relatively frequent breakdowns, volatile nature of

wireless channel, and harsh and uncertain environmental conditions result in a dy-

namic network topology.

Compared with traditional wired networks, WSNETs reduce wire layout cost while
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supporting mobility, enhancing network scalability and adding deployment conve-

nience. However, WSNETs also present many challenges to researchers and engineers

that cannot be adequately addressed by existing techniques. Prominent issues with

WSNETs include [Akyildiz et al., 2002; Puccinelli and Haenggi, 2005; Yick et al.,

2008]:

• Network Lifetime: Lifetime is critical to WSNETs and is primarily determined

by sensor nodes’ energy consumption. Non-rechargeable batteries with a limited

energy budget usually power sensor nodes. Energy depletion causes sensor nodes

to “die” and disconnect from the network. Some sensor nodes failure may

significantly affect network coverage and connectivity, influencing the useful

lifetime of the whole network. Therefore, energy conservation is a primary

concern in WSNETs.

• Quality of Service (QoS): Sensor nodes periodically alternate between sleep and

active states following a very small duty cycle (the fraction of time nodes are

active during their lifetime) and transmit/receive at very low rates during non-

idle phases to minimize energy consumption. This greatly reduces the QoS of

WSNETs. For example packet latency can range from a few seconds to minutes

while the network throughput may vary from negligible to tens of kilo-bits per

second (kbps), depending on the applications and channel properties. Successful

WSNETs applications must appropriately trade off QoS with energy efficiency.

[Paschalidis and Lai, 2008] considers balancing energy consumption versus rout-
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ing latency optimally. [Paschalidis et al., 2009a] studies optimized scheduled

Multiple Access Control (MAC) to maximize weighted WSNET throughput.

• Robustness and Fault-tolerance: Sensor nodes are prone to failure due to bat-

tery depletion, along with physical damage, especially when they operate in

harsh environments. Human maintenance is usually impossible. WSNETs must

therefore be fault-tolerant, namely, the failure of individual nodes should not

endanger the overall operation of the network.

• Self-configuration and Distributedness: WSNETs are by nature autonomous

and distributed systems, which require sensor nodes to self-organize into a net-

work and subsequently control and self-manage to adapt to dynamic conditions.

Global knowledge regarding the whole network is generally unavailable at single

nodes due to the large network size and limited communicating and processing

abilities. It is therefore preferred that sensor network protocols and algorithms

work in a distributed manner by only utilizing local information.

• Security and Privacy: WSNETs are usually left unattended in open fields after

deployment. This provides opportunities for an adversary to compromise sensor

nodes and alter data integrity. Messages that are broadcasted over wireless

channels can be easily eavesdropped, jammed or distorted. This poses new

challenges to security monitoring, detection and response to malicious attacks

in WSNETs. [Paschalidis and Chen, 2010] leverages large deviation techniques
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of Markov models for anomaly detection with WSNETs.

1.1.2 Energy Conservation in WSNETs

A generic sensor nodes is comprised of four basic components:

1. A sensing unit consisting of one or more sensors and Analog to Digital Convert-

ers (ADCs), which monitor the physical phenomenon and perform analogously

to electrical signal conversions;

2. A computing unit containing a microprocessor or microcontroller and external

storage, which processes data and controls other components of the node;

3. A communicating unit consisting of a short-range transceiver, which connects

the node to a network and exchanges information with neighboring nodes;

4. A power unit, which provides energy for all components of the node and essen-

tially determines the node’s lifetime.

As discussed in the previous section, the key issue in WSNETs is energy con-

servation, which directly influences the network lifetime. It has been shown that

the communicating unit has the highest energy consumption [Shnayder et al., 2004].

Numerous research works are dedicated to this area [Anastasi et al., 2009; Dietrich

and Dressler, 2009]. Generally, energy conservation with respect to communication

in WSNETs can be considered from two perspectives: the node level and the net-

work level, referred to as power management and topology control respectively. Power
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management guides a single sensor node to switch between sleep and wake-up modes

during pairwise communication sessions in order to save energy. Topology control

considers a set of sensor nodes that form an energy efficient topology for information

exchange and data routing. From the perspective of the Open Systems Interconnec-

tion (OSI) 7-layer model [Zimmermann, 1980], the main focus of power management

is the physical layer and the data link layer, while that of topology control emphasizes

the network layer and the application layer. We next review the related literature.

Power Management of WSNETs

Power management of WSNETs can be further classified into two categories. The first

category runs on top of a MAC protocol. The second category is directly integrated

with the MAC protocols.

Numerous sleep/wakeup schemes have been proposed and implemented as inde-

pendent protocols transparent to MAC protocols. Among those of interest include

STEM [Schurgers et al., 2002], PTW [Yang and Vaidya, 2004], TinyDB [Madden

et al., 2005], TASK [Buonadonna et al., 2005], TAG [Madden et al., 2002], Twin-

kle [Hohlt and Brewer, 2006], AWP [Zheng et al., 2003], and RAW [Paruchuri et al.,

2004].

STEM and PTW work in an on-demand fashion, employing a low-rate signal ra-

dio to wake up a high-rate data radio whenever communication with another node

is needed. However, it incurs the additional cost of a second radio, and may lead to

mismatch coverage between the two radios. Some other schemes employ a scheduled
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rendez-vous pattern, where all (TinyDB, TASK) or a subset (TAG, Twinkle) of nodes

periodically wake up at the same time and stay active for a while to send and receive

messages. These schemes enable broadcast in WSNETs, but require strict clock syn-

chronization and cause a large number of collisions due to simultaneous transmission

during active time slots. Lastly, AWP and RAW adopt asynchronous schemes where

each node wakes up independently of the others while still being able to communi-

cate with neighboring nodes. Drawbacks of these schemes include implausibility of

broadcast and additional requirements such as large node density and pre-designed

scheduling functions.

For power management integrated with MAC protocols, existing schemes rely on

specific sleep/wakeup patterns to optimize medium access and save energy. Some

well-known protocols, including TRAMA [Rajendran et al., 2003], FLAMA [Rajen-

dran et al., 2005], and LMAC [van Hoesel and Havinga, 2004], are based on Time

Division Multiple Access (TDMA), in which time is divided into frames and fur-

ther slots. Each node only turns on the radio during slot(s) that is/are assigned to

it in each frame and sends/receives messages. Although these protocols are inher-

ently energy efficient, they lack flexibility and scalability to accommodate dynamics

in WSNETs. For example, the slot assignment scheme may fail when facing a fre-

quently changing topology. Moreover, TDMA-based protocols require strict clock

synchronization, which further narrows their applications in WSNETs. In contrast,

contention-based protocols, such as B-MAC [Polastre and Culler, 2004], S-MAC [Ye
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et al., 2004], T-MAC [Dam and Langendoen, 2003] and D-MAC [Lu et al., 2004], are

robust, scalable, and widely used in WSNETs. These contention-based protocols inte-

grate similar sleep/wakeup schemes (scheduled rendez-vous schemes or asynchronous

schemes) with channel access functionalities for energy efficiency, but still have higher

energy consumption than TDMA-based schemes because of collision and retransmis-

sion. Finally, hybrid protocols, for example Z-MAc [Rhee et al., 2008], are proposed

and combine TDMA-based and contention-based protocols’ advantages. However, hy-

brid protocols are only applicable for small scale networks because of their complex

implementation.

Topology Control of WSNETs

Topology control of WSNETs is objective/application dependent. It emphasizes the

design of energy aware routing protocols and/or energy efficient topologies to simul-

taneously fulfill assigned tasks and maximize network life.

A significant amount of work has focused on finding an energy efficient path from

an origin node to a specific destination node, potentially adapting to dynamic topolo-

gies. [Gomez et al., 2002] considers minimizing a link cost as a function of transmission

power. [Rodoplu and Meng, 1999] presents a distributed algorithm that leverages lo-

cation information to build a topology with minimum energy that communicates with

a given master node. [Aslam et al., 2003] devises a max-min formulation to balance

minimum transmission power routing with maximum minimum residual energy. [Wu

and Cassandras, 2005] applies an optimal control method to single origin-destination
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routing problem while avoiding nodes with low residual energy. [Ning and Cassan-

dras, 2009] investigates the optimization problem in energy allocation to maximize

network lifetime. From a different perspective, [Chang and Tassiulas, 2004] addresses

the problem of maximizing network lifetime for a set of destinations and formulate

the problem into a linear programming framework. [Nama and Mandayam, 2005]

considers the problem of optimal node distribution via the joint optimization prob-

lem of optimal energy distribution and flow over information field. [Paschalidis and

Wu, 2008] considers a robust maximum lifetime routing problem in the presence of

uncertainty and develop a series of alternative formulations which allow trading off

between the predicted lifetime and the probability it is achieved.

Energy efficient topology design sets the nodes’ transmission range optimally to

impose some desired structure to the communication graph required by the appli-

cation. This topic is investigated in both homogeneous and non-homogenous cases,

which differ in whether all nodes have equal transmission range or not [Li and Yang,

2006]. For homogenous WSNETs, [Narayanaswamy et al., 2002] proposes a dis-

tributed protocol which aims at determining the minimum required common trans-

mission range to ensure network connectivity. [Santi, 2005] analyzes the trade-off

between the network’s transmission range and the size of the largest connected com-

ponents. For non-homogenous WSNETs, [Kirousis et al., 2000] studies the issue of

assigning transmission range to construct a strongly connected graph, and concludes

it is NP-hard. A variant of the problem with symmetric communication constraints
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is discussed in [Blough et al., 2002] and is proven to remain NP-hard.

The problems considered in the first part of this dissertation are closely related

to topology control in non-homogenous WSNETs. We are interested in constructing

specific structured communication graphs in WSNETs with minimum energy and

in a distributed manner for a class of important and interesting applications,

namely consensus and averaging. We note that the problem of energy conservation in

the context of a consensus/averaging algorithm has not been considered in the related

literature.

1.2 Consensus and Averaging

In many applications such as environmental monitoring and military surveillance, a

common function of WSNETs is the computation of an average value over the values

sensed by individual nodes. With respect to the design considerations in WSNETs,

distributed algorithms are more preferable for multiple reasons. A centralized process

according to which a single node (a gateway) collects all measurements and computes

the average requires too much data to be transported over a potentially large number

of hops and is therefore energy wasteful and impractical. Moreover, such a process has

to be repeated frequently often as the measurements, corresponding to an underlying

physical system, change over time. Alternatively, a distributed computation of the

average has the advantage of being fault-tolerant and self-organizing [Boyd et al.,

2006; Dimakis et al., 2006].
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Distributed averaging has been studied extensively as a problem of distributed con-

sensus in multi-agent decision and control. Consensus in a general setting, including

dynamic connectivity and communication delays, has been considered in [DeGroot,

1974; Tsitsiklis, 1984; Jadbabaie et al., 2003; Olfati-Saber and Murray, 2004; Blondel

et al., 2005]. When the connectivity of the network does not change over time (i.e.,

static networks) [Olshevsky and Tsitsiklis, 2009] shows that a so-called Bidirectional

Spanning Tree (BST) (a spanning tree in which all links are bidirectional) achieves a

consensus running time that has the same polynomial rate of growth as a lower bound

established for all topologies. When the connectivity can change (i.e., dynamic net-

works) the network must become connected infinitely often, e.g., once every B time

units for some large enough B, in order to achieve consensus. [Olshevsky and Tsit-

siklis, 2009] shows that an asynchronous load-balancing algorithm from [Bertsekas

and Tsitsiklis, 1989] can guarantee a convergence time which is polynomial in the

number of nodes and B. These promising results, which we review in the sequel, are

the starting point of the work in the first part of the dissertation.

1.2.1 The Agreement Algorithm

We start by describing the agreement algorithm run by a set N = {1, 2, . . . , N} of

nodes. The values stored at the nodes at time t are denoted by the vector x(t) =

(x1(t), . . . , xN(t)). The nodes update their values as

xi(t+ 1) =
N
∑

j=1

aij(t)xj(t), i = 1, . . . , N, (1.1)
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or, in matrix form x(t + 1) = A(t)x(t), where A(t) = (aij(t))
N
i,j=1 is a nonnegative

stochastic matrix. In words, every node forms a convex combination of its value with

the values of the nodes it receives messages from, assuming that aij(t) > 0 if and only

if node j sends messages to i at time t. As is common with consensus algorithms we

make the following assumption.

Assumption 1.1

There exists a positive constant α such that:

(a) aii(t) ≥ α, for all i, t.

(b) aij(t) ∈ {0} ∪ [α, 1], for all i, j.

(c)
∑N

j=1 aij(t) = 1, for all i.

The communication pattern between the nodes at time t can also be represented

by a directed graph G (t) = (N , E (t)), where E (t) is the arc set and (j, i) ∈ E (t) if

aij(t) > 0.

Our next two assumptions require that following an arbitrary time t, and for any

i, j, there is a sequence of communications through which node i will influence (di-

rectly or indirectly) the value held by node j.

Assumption 1.2

For every t ≥ 0, the graph G = (N ,∪s≥tE (s)) is strongly connected.

Assumption 1.3 (Bounded Interconnectivity Times)

There is some B such that for all k, the graph (N , E (kB)∪E (kB+1)∪ · · ·∪E ((k+

1)B)) is strongly connected.
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For the agreement algorithm, the following result is from [Tsitsiklis, 1984] and

[Tsitsiklis et al., 1986].

Theorem 1.1 Under Assumptions 1.1 and 1.3, the agreement algorithm guarantees

asymptotic consensus, i.e., there exists some c, which depends on x(0) and the se-

quence of graphs G(·), such that limt→∞ xi(t) = c, for all i.

1.2.2 Static Topologies and Convergence Results

Consider now the static connectivity case [DeGroot, 1974], i.e., A(t) = A for all

t. Notice A can be thought as the transition probability matrix of an (irreducible

and aperiodic) Markov chain, thus, At converges to a matrix whose rows are equal

to π = (π1, . . . , πn) – steady-state probability vector. Interesting special cases of

the consensus algorithm include: (i) the so called bidirectional or symmetric case

where communication between nodes is always bidirectional, i.e., (i, j) ∈ E (t) if and

only if (j, i) ∈ E (t), and (ii) the equal-neighbor case where the aij ’s are equal for all

j ∈ {i} ∪ Ni(t) where Ni(t) = {j 6= i|(j, i) ∈ E (t)}.

We are interested in using the agreement algorithm to average the initial values

xi(0), i = 1, . . . , n, of the nodes. To that end, we can scale the initial values by

replacing xi(0) with xi(0)/(Nπi) in which case the consensus algorithm converges

to the average limt→∞ xi(t) =
∑N

i=1 πixi(0)/(Nπi) = (1/N)
∑N

i=1 xi(0). We will re-

fer to this as the scaled averaging algorithm and it requires a centralized compu-

tation of the steady-state probabilities which needs global connectivity information

(the matrix A). An approach that uses only local information and no centralized
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computation is provided in [Olshevsky and Tsitsiklis, 2009] for the bidirectional,

equal-neighbor case and employs two parallel runs of the consensus algorithm. The

corresponding algorithm, given below, starts with initial values x(0) and maintains

values y(t) = (y1(t), . . . , yN(t)), z(t) = (z1(t), . . . , zN(t)), and x(t) at each time t.

Algorithm 1.1 (Two Parallel Passes of the Agreement Algorithm)

• Initialize: yi(0) = 1/|Ni(t)| and zi(0) = xi(0)/|Ni(t)| for all i.

• The nodes update y(t), z(t) using the consensus algorithm as: y(t + 1) = Ay(t)

and z(t+ 1) = Az(t).

• Each node i sets: xi(t) = zi(t)/yi(t).

Noting that in the bidirectional equal-neighbor case the transition probabilities

are given by πi = |Ni(t)|/(
∑N

i=1 |Ni(t)|), it can be easily verified that limt→∞ xi(t) =

(1/N)
∑N

i=1 xi(0) as desired.

To characterize the rate of convergence and the convergence time, let λ1(= 1) ≥

λ2 ≥ . . . ≥ λN be the eigenvalues of A and define x∗ = limt→∞Atx(0), X =

{x∗|∀x(0)}. The convergence rate of the consensus algorithm on a graph with con-

nectivity matrix A is defined

ρ = sup
x(0)/∈X

lim
t→∞

(

‖x(t)− x∗‖

‖x(0)− x∗‖

)1/t

= max
{

|λ2|, |λN |
}

, (1.2)

and the convergence time TN (ǫ) is defined as

TN (ǫ) = min

{

τ

∣

∣

∣

∣

‖x(t)− x∗‖∞
‖x(0)− x∗‖∞

≤ ǫ, ∀t ≥ τ, ∀x(0) /∈ X

}

. (1.3)
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[Olshevsky and Tsitsiklis, 2009] shows that there exist graphs for which the con-

vergence time TN(ǫ) is Ω(N
2 log(1/ǫ)). Moreover, in the bidirectional equal-neighbor

case one can achieve the same polynomial growth of the convergence time if enough

arcs are deleted so that the consensus algorithm runs on a so called bidirectional

spanning tree.

Definition 1.1 (Bidirectional Spanning Tree)

A directed graph G = (N , E ) is said to be a bidirectional spanning tree if

(a) it is symmetric, i.e., if arc (i, j) ∈ E then (j, i) ∈ E ;

(b) it contains all self-arcs (i, i);

(c) if we ignore the orientation of the arcs and delete self-arcs and any duplicate arcs

between any two nodes then we obtain a spanning tree.

For such bidirectional spanning trees, [Olshevsky and Tsitsiklis, 2009] shows that

ρ ≤ 1 − 1/(3N2) and TN(ǫ) = O(N2 log(N/ǫ)). It follows that Algorithm 1.1 has

O(N2 log(N/ǫ)) convergence time when run on a bidirectional spanning tree. In fact,

if the nodes know the total number of nodes N , Algorithm 1.1 is not needed and the

scaled averaging algorithm can reach the average using local information only. To that

end, note that in a bidirectional spanning tree we have N self-arcs and 2(N−1) other

arcs yielding
∑N

i=1 di = 2(N −1)+N . It follows that πi = di/
∑N

i=1 di = di/(3N −2).

Thus, each node can compute Nπi using local information only and use it to initialize

the scaled averaging algorithm.
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1.2.3 Dynamic Topologies and Convergence Results

Next consider the case where communications are still bidirectional but the topology

changes dynamically ([Mehyar et al., 2005; Moallemi and Roy, 2005]). [Olshevsky and

Tsitsiklis, 2009] shows that the convergence time of the general agreement algorithm

is not polynomially bounded, even though it is an open question whether this is

the same case when restricting to symmetric graphs. When focusing on the equal-

neighbor version of the agreement algorithm [Cao et al., 2005] gives an example

that has exponential convergence time. In particular, if B is proportional to n, the

convergence time increases faster than an exponential in N .

For the symmetric dynamic network satisfying Assumption 1.3, [Olshevsky and

Tsitsiklis, 2009] proposes a variation of an old load-balancing algorithm from [Bert-

sekas and Tsitsiklis, 1989] to tackle the problem. We describe the steps that each

node carries out at each time t in Algorithm 1.2. We denote the node executing the

steps below as node i. Some steps refer to the neighbors of node i, which means

nodes other than i that are its neighbors at the time the corresponding step is being

executed.

Algorithm 1.2 (Load-Balancing Algorithm for Averaging)

For a node i in the network, if Ni(t) is empty, node i does nothing at time t; else, node

i carries out the following steps.

• Node i broadcasts its current value xi to all of its neighboring nodes (every k with

k ∈ Ni(t)).

• Node i finds a neighboring node j with the smallest value: xj = min{xk : k ∈
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Ni(t)}. If xi ≤ xj , then node i does nothing further at this step. If xi > xj , then

node i makes an offer of (xi − xj)/2 to j.

• If Node i does not receive any offers, it does nothing further at this step. Otherwise,

it sends an acceptance to the sender of the largest offer and a rejection to all the

other senders. It updates the value of xi by adding the value of the accepted offer.

• If an acceptance arrives for the offer made by node i, node i updates xi by sub-

tracting the value of the offer.

To characterize the rate of convergence and the convergence time, [Olshevsky

and Tsitsiklis, 2009] introduces the following “Lyapunov” function to quantify the

distance of the state x(t) from the desired limit:

V (t) = ‖x(t)−
1

N

∑N
i=1 xi(0)1‖

2
2. (1.4)

It is shown that V (t) is a monotonically non-increasing function of t when performing

Algorithm 1.2. Given a sequence of graphs G(t) on N nodes, and an initial vector

x(0), the convergence time TG(·)(x(0), ǫ) is defined as:

TG(·)(x(0), ǫ) = min{t|V (τ) ≤ ǫV (0), ∀τ ≥ t}. (1.5)

The (worst case) convergence time, TN(B, ǫ), is defined as the maximum value of

TG(·)(x(0), ǫ), over all initial conditions x(0), and all graph sequences G(·) on N that

satisfy Assumption 1.3 for that particular B. [Olshevsky and Tsitsiklis, 2009] shows

that there exists a constant c > 0 such that for every N and ǫ > 0, V ((k + 1)B) ≤

(1− 1/(2N3))V (kB), i.e., TN(B, ǫ) ≤ cBN3 log 1
ǫ
.

Motivated by these results, we define our research scope as Energy Optimized
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Topologies for Distributed Averaging in WSNETs. We consider building en-

ergy efficient WSNET topologies over which we can implement these distributed aver-

aging algorithms. We analyze scenarios of both static and dynamic WSNETs, which

are distinguished by whether the communication pattern between nodes is determin-

istic or stochastic.

For the static scenario, we assume that pairwise communication can be success-

fully constructed if two incident nodes work on sufficiently large power level for sup-

port. This essentially leads to a time-invariant topology and helps implement the

equal-neighbor agreement algorithm for distributed averaging. This setting allows

broadcasting while a node can simultaneously send its current value to all identified

neighboring nodes using a proper power level. Our work considers the optimization

problem of determining each node’s power level to support a bidirectional spanning

tree with minimum total energy. This problem coincides with topology control in

non-homogeneous WSNETs which is NP-hard. A mathematical formulation as well

as methods than can generate satisfying solutions for large scale instances are de-

sired. Moreover, to accommodate applications in WSNETs, algorithms that can be

implemented in a distributed manner are preferred or even required.

For the dynamic scenario, we assume that communication between two nodes with

sufficient power to talk to each other is intermittent (affected by the “state” of the

channel). Hence, any packet generated by one of the nodes is received by the other

node with a certain “success” probability. The load-balancing algorithm of [Olshevsky
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and Tsitsiklis, 2009] is suitable for distributed averaging in this circumstance. Yet,

the condition of bounded interconnectivity times must be satisfied to ensure the con-

vergence of load-balancing algorithm. Our work considers the problem of specifying

at any given point in time a pair of nodes that should attempt to communicate so

as to guarantee bounded interconnectivity time while maintaining energy-efficiency.

This is essentially a Markov Decision Problem (MDP) (provided sufficient state in-

formation) that can be cast into a Dynamic Programming (DP) framework. Due

to the curse of dimensionality, exploiting the problem structure is a prerequisite to

deriving efficient algorithms. Meanwhile, such algorithms are expected to work in a

distributed manner for applications in WSNETs.

We end this section by noting that both the equal-neighbor agreement algorithm

and the load-balancing algorithm for distributed averaging have been recently pro-

posed and analyzed, and to the best of our knowledge no other work has been dedi-

cated to design a topology for the implementation of these algorithms in WSNETs.

1.3 Smart Grid, Smart Buildings and Regulation Service

One particular class of WSNET applications with great potential lies in the emerg-

ing field of smart grid and smart buildings [Weber, 2009]. Sensors and WSNETs

can be deployed at multiple locations along the power grid, from generation, trans-

mission, distribution, to consumption [Shargal and Houseman, 2009]. Spread over

the power grid, WSNETs can monitor the health of devices (generators, conductors,
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transformers etc.) and detect power outages and quality disturbances. WSNETs also

provide control centers with accurate condition of the grid for instant maintenance

in the case of disruptions. An important operational objective of power system con-

trol centers is to maintain system stability conditions that include the requirement

to balance generation and consumption in almost real time. Sensors and WSNETs

provide real-time monitoring of energy consumption, detect power fluctuations and

outages, and enable intelligent control for energy saving and efficiency [Siderius and

Dijkstra, 2006]. Combined with other information and communication technologies,

the advent of sensors and WSNETs brings smart grid and demand participation in

power markets through smart buildings, which are briefly introduced below.

1.3.1 Smart Grid

Traditional grids are challenged in integrating distributed energy resources and micro-

grids because of their high centralization and reliance on central power stations to

function [European Commission, 2006]. The grids only support one-way power flow

and communication from suppliers to consumers, providing neither information about

energy consumption across the grid nor pricing incentives to balance energy consump-

tion over time [Atkinson and Castro, 2008]. Furthermore, the grids rely on additional

peak load power plants to accommodate unexpected demand increases that are highly

expensive [The Climate Group and GeSI, 2009].

The smart grid emerges as a revolutionary solution to overcome these difficulties.

It utilizes digital technologies to save energy, reduce costs, and increase reliability and
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transparency. Its definition remains vague because it is a relatively new concept and

composed of various components. A representative definition is given below:

Definition 1.2 (Smart Grid [The Climate Group and GeSI, 2009])

A “smart grid” is a set of software and hardware tools that enable generators to

route power more efficiently, reducing the need for excess capacity and allowing two-

way, real time information exchange with their customers for real time demand side

management. It improves efficiency, energy monitoring and data capture across the

power generation and transmission and distribution network.

According to this definition, the smart grid is characterized by [Weber, 2009]:

• more efficient energy routing, which leads to optimized energy usage, reduction

of the need for excess capacity and increase in power quality and security;

• better monitoring and control of energy and grid components;

• two-way flow of electricity and real-time information, which enables incorpora-

tion of green energy sources, demand-side management and real-time market

transactions;

• highly automated, responsive and self-healing energy network with seamless

interfaces between all components of the grid.

In general, a smart grid is composed of five main components [Weber, 2009]:

1. new and advanced grid components, such as advanced conductors, power elec-

tronics, and improved electric storage components;
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2. smart devices and smart metering, include a variety of sensors and smart meters;

3. integrated communication technologies, for example, wireless communication

and wired ethernet;

4. computer programs for decision support and human interfaces;

5. advanced control systems.

We note that WSNETs play a vital role in connecting smart devices through inte-

grated communication technologies, and can support advanced control systems.

1.3.2 Smart Buildings

Smart buildings, or intelligent buildings, are closely linked to smart grids. Smart

buildings employ a set of technologies to enhance energy-efficiency, user comfort and

security of the buildings. Similar to smart grid, a variety of definitions exist in liter-

ature [Wong et al., 2005]. A representative definition is given below:

Definition 1.3 (Smart/Intelligent Buildings [Robathan, 1989])

An Intelligent Building is one that provides a productive cost-efficient environment

through the optimization of four basic elements: systems, structures, services, man-

agement and the inter-relationship between them.

Based on [Sharples et al., 1999], smart buildings can be distinguished into first-,

second-, and third-generation. First-generation smart buildings consist of numer-

ous self-regulating sub-systems that operate independently of the others. Second-

generation smart buildings can be controlled remotely and can facilitate some cen-
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tral scheduling because they are formed by sub-systems that are network-connected.

Third-generation smart buildings are capable of learning the status of the building,

and adapt their control correspondingly.

Smart buildings are anticipated to act as intelligent components on the electric

grid by modulating their consumption to accommodate the integration of distributed

generation. Under well-designed systems, smart buildings can participate in power

markets by exploiting detailed and close to real-time information about the state

of the building and the external power grid. Such participation will be mutually

beneficial for both buildings and the power grid. It allows buildings to reduce their

net energy costs and meanwhile helps the power grid to manage peak loads, identify

and reduce waste, and facilitate the integration of distributed renewable generation.

1.3.3 Power Markets: Energy and Reserve Commodities

As stated in [Savvides et al., 2011], wholesale power markets were introduced in the

US in the mid 1990s [Joskow, 2006]. These markets operate over a balancing area’s

transmission system and clear simultaneously energy and several types of reserve re-

quirements. Retail/distribution power markets are emerging [Joskow, 2008; Li et al.,

2008] under the presence of competing retailers with granted access to the distribution

network. However, the advent and development of the smart grid, especially in the

past five years [SAIC, 2006; The House of Representatives, 2007; NIST, 2010; Tabors

et al., 2010], leads to the expectation that advanced retail power markets will be

established in the near future. Power markets are associated with various time scales
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spanning from months to days to minutes. Among those of interest to WSNET appli-

cations are the day ahead, adjustment and real-time markets [NYISO, 2000; NYISO,

2001; Kranz et al., 2003; Ott, 2003; Bryson, 2007; Ott, 2008; Bryson, 2008; PJM,

2008]. Participation in these markets has been limited to date to centralized gener-

ators, large industrial consumers and wholesale markets. Extending participation to

the demand side of the building or neighborhood level is starting to take place [PJM,

2005]. This development puts strict information requirements on buildings, expect-

ing close to real-time information about usage patterns and load characteristics. We

describe next the basic characteristics of the three power markets of interest.

The day-ahead market closes at noon of each day. It determines energy supply and

demand, and supply of capacity reserves for each of the next 24 hours. Each market

participant offers price/quantity pairs for energy and reserves. The market adminis-

trator, known as Independent or Regional System Operator (ISO/RSO), clears the

market by maximizing consumers’ and producers’ surplus subject to energy balance,

transmission, and reserve capacity requirements. The ISO schedules sufficient gener-

ation and reserves to meet demand and reserve requirements. The ISO also obtains

clearing prices for energy and reserves for the purpose of charging consumers and

paying generators.

Adjustment markets are similar to day-ahead markets except that they have a less

than 24-hour horizon and close after the day-ahead market. A typical adjustment

market is the single-period hour-ahead adjustment market.
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Real-time (or close to real-time) economic dispatch markets clear energy and ca-

pacity reserves at each node or bus of the transmission system but cover a single

period of 5 to 15 minutes.

The aforementioned capacity reserves are offered to the power market and are

scheduled so as to meet reserve requirements at minimum cost. A scheduled reserve

is equivalent to a promise to stand by and provide capacity up to a maximum quantity

with an agreed upon dynamic response. Current practice has established primary,

secondary, and tertiary reserves. These correspond to the provider’s obligation to

activate the standby capacity upon the market operator’s (control center’s) request

with a maximum of 30 seconds, 5 minutes and 15 minutes delay, respectively. Pri-

mary and secondary reserves, commonly referred to in the United States as frequency

control, and regulation service (RS) reserves respectively, must offer a band of up or

down capacity. Upwards or downwards adjustments of power consumption are needed

to balance generation and consumption of power in real time by responding to ran-

dom/unpredictable fluctuations in demand, and with the increasing introduction of

volatile and intermittent renewable generation, fluctuations in generation as well. In

fact, whereas primary and secondary reserves secured in today’s power markets equal

to 0.1% and 1% of peak load respectively, they are expected to double or quadruple

with the significant integration of renewables in the production mix [Makarov et al.,

2009; Smith et al., 2007]. In fact, power markets that have not adjusted the reserve

requirements that they secure to the presence of wind generation are forced to re-
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ject (i.e., not harvest fully) a considerable portion of wind generation [Dominguez

et al., 2007; Energy Reliability Council of Texas (ERCOT), 2010a; Energy Reliability

Council of Texas (ERCOT), 2010b; Reliability and Operations Subcommittee (ROC),

2007]

1.3.4 Demand Response

We assume that with the advent of the smart grid, distributed loads connected at the

distribution network (e.g., loads in a building or a neighborhood) can be pooled by

a designated Load Aggregator (LA) and participate in power markets on a par basis

with centralized generators. In particular we focus on RS reserves and assume that a

LA will be able to buy energy on an hourly basis at the corresponding clearing price

and sell RS reserves for which it will be credited at the system RS clearing market

price [Ott, 2003; PJM, 2005; Ott, 2008]. These transactions take place either in the

day-ahead multi-period markets or the adjustment markets described above. An ISO

who procures Rh KW of RS is entitled to consider it as a stand by increment or

decrement (i.e., positive or negative change) of consumption that it can utilize at will

in total or in part. The ISO procures RS from many providers (generator or LAs) to

satisfy the requirements needed during a given hour. The ISO may send commands to

each RS provider to request that the RS provider modulates its consumption either

up or down by an amount that does not exceed the total reserves, Rh, procured

from the LA during an hour. These requests may arrive at inter-arrival times of 5

seconds or longer. To observe RS reserve contractual obligations, the RS provider
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must deliver the requested increase or decrease in its load with a ramp rate of Rh/5

KW per minute. The ISO typically re-dispatches the power system in the 5 minute

intervals corresponding to the real-time markets described above. At each 5 minute

system dispatch the ISO schedules slower response tertiary reserves so as to reset the

utilized RS reserves to their set points. As a result, although not guaranteed, the

RS reserve provider’s tracking of ISO commands is for all practical purposes energy

neutral over the long time scale of an hour and beyond. To meet the aforementioned

contractual requirements for participation into the RS reserves market, we assume

that the LA has access to a smart microgrid managed by a Smart Microgrid Operator

(SMO). The SMO must be capable of controlling loads through the collaboration of a

cyber-physical event scheduling layer [Savvides et al., 2011], a smart microgrid with

sub-metering and control sensors and actuators, and a higher decision support and

communication layer that interacts with users of energy services in order to adapt

their demand behavior to ISO requests for RS reserve usage. The lower SMO layer

consists of sensing and actuation components that collect building state information

and actuate so as to safely implement goals determined at the higher decision support

layer and authorized by building occupants.

We define our research scope as a Market-Based Mechanism for Providing

Demand Side Regulation Service Reserves. We focus expressly on providing

the higher decision support layer with a virtual market that operates on the building

side of the meter for the purpose of eliciting a collaborative response of building
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occupants. More specifically, our objective is to derive an optimal SMO pricing or

incentive policy towards building occupants so that they consent to the sale of RS

reserves to the ISO and collaborate in meeting ISO RS utilization requirements. To

the best of our knowledge, little relevant work has been published, and we are the first

to propose such a market based policy for demand control aiming at the provision of

RS reserves. Methodologically, related techniques have been used in pricing Internet

services [Paschalidis and Tsitsiklis, 2000; Paschalidis and Liu, 2002].

1.4 Outline and Contribution of This Dissertation

The rest of this dissertation is organized as follows.

The next two chapters consider energy optimized topologies for distributed av-

eraging in WSNETs. Our contribution concerns both static and dynamic networks

that are discussed in Chapters 2 and 3, respectively.

For static networks we formulate the combinatorial optimization problem of select-

ing power levels of the nodes to support a bidirectional spanning tree. The problem

has been shown to be NP-complete. We provide a Mixed Integer Linear Program-

ming (MILP) formulation which is tractable only for relatively small instances. We

develop a Semi-Definite Programming (SDP) relaxation and a rounding scheme that

can generate MILP feasible solutions. Further, we develop a series of graph-based al-

gorithms that yield energy efficient bidirectional spanning trees, and lower and upper

bounds on the optimal energy cost. Two of the proposed algorithms can be run in a
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distributed manner, a feature that is particularly appealing for large WSNETs. A set

of numerical results demonstrates that our graph-based algorithms obtain solutions

that are quite close to optimal.

For dynamic networks, we consider the optimization problem of, at any given

time point, selecting a pair of nodes that makes a communication trial to reach

interconnectivity for every block of B time points. We formulate this problem as a

sequential decision problem and cast it into a DP framework. In particular, we provide

a finite horizon formulation with a horizon of length B and a large terminal cost that

corresponds to the case when connectivity is not achieved at the end of the horizon.

We first consider the regime where B is sufficiently large and the terminal cost is never

paid. We establish some structural properties of the optimal policy and show that

it corresponds to the construction of a Minimum Spanning Tree (MST). The MST

problem can be solved in a distributed manner using an algorithm from [Gallager

et al., 1983]. We then aim to address the case in which the horizon B is finite and a

terminal cost cannot be ignored. The corresponding DP problem is difficult to solve.

We resort to heuristics, in particular, we use a rollout algorithm [Bertsekas et al.,

1997] that leverages the MST solution.

Then, we progress to the second topic of this dissertation. In Chapter 4, we develop

a market-based mechanism to regulate electricity demand within a smart building and

enable the SMO to offer RS reserves to the ISO. Different types of loads within the

building are segregated into classes depending on their characteristics. Requests from
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the SMO to increase/decrease the building’s consumption is also treated as a special

class. Each class is seen as requesting discrete chucks of electricity according to a

stochastic arrival process for a certain stochastic period of time. For each accepted

request the SMO charges a certain price, which may be different for each class. Classes

respond to these prices by modulating the rate at which they request electricity.

Based on a social welfare model originated from [Paschalidis and Tsitsiklis, 2000], we

formulate the problem of selecting an optimal short time scale dynamic pricing policy

as a stochastic dynamic program that maximizes average SMO and ISO utility over

the long time scale horizon. After formulating an associated Non-Linear Programming

(NLP) static pricing policy problem that provides an upper bound to the optimal

dynamic policy performance, we show that the bound is asymptotically tight as the

number of SMO occupants approaches infinity. This asymptotic result provides an

efficient approximation of the dynamic pricing policy. Of equal importance, it allows

us to optimize the long time scale decision of determining the optimal regulation

service reserve quantity. We eventually verify and validate the proposed approach

through a series of Monte Carlo simulations of controlled system time trajectories.

Lastly, we summarize the work of this dissertation and propose several future

research directions in Chapter 5.
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1.5 Notational Conventions

Throughout the paper all vectors are assumed to be column vectors. We use lower case

boldface letters to denote vectors and for economy of space we write x = (x1, . . . , xN)

for the column vector x. x′ denotes the transpose of x, ||x|| its Euclidean norm, and

0, 1 the vector of all zeros and ones, respectively. We use upper case boldface letters

to denote matrices and A = (aij)
N
i,j=1 indicates the matrix A with i, j element aij .

We write I for the identity matrix and 0 for the matrix of all zeros. We use diag(x)

to denote a diagonal matrix with the elements of the vector x in the main diagonal

and zeros elsewhere. Similarly, diag(A1, . . . ,An) denotes the block diagonal matrix

with matrices A1, . . . ,An in the main diagonal. Finally, for any set X , |X | denotes

its cardinality.
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Chapter 2

Energy Optimized Topologies for

Averaging in Static WSNets

Motivated by the appealing convergence result of the equal-neighbor agreement algo-

rithm on a bidirectional spanning tree, we investigate how to construct such a graph

with minimum energy cost. We focus on static WSNETs, assuming that a bidi-

rectional communication link is guaranteed if two incident nodes work on sufficient

power level to reach each other. Due to wireless communication’s broadcast nature,

it may be energy-beneficial to the whole network if some nodes work as cluster heads

at relatively larger power levels to cover wider ranges while other nodes only need to

talk to the nearest cluster head. We first devise a Mixed Integer Linear Programming

(MILP) formulation for the optimization problem of selecting power levels of nodes

to support a bidirectional spanning tree. However, the MILP is not solvable for large

problem instances. Alternatively, we turn to some schemes to weaken the binary

constraints, the Semi-Definite Programming (SDP) relaxation in particular, because

it is quite tight and can be easily solved by some interior point methods. However,

both the MILP and its SDP relaxation require global information. To accommodate

WSNET applications, we develop a mechanism to transform the original network to



35

an augmented graph, which is suitable for a series of our proposed graph-based algo-

rithms. The algorithms can generate near-optimal solutions and work in the desired

distributed manner.

The rest of this chapter is organized as follows. In Section 2.1, we introduce the

network model and formulate a MILP problem. In Section 2.2, by some relaxation

technique, we convert the MILP to a SDP problem and aim at finding a sufficiently

good solution based on the obtained solution and heuristic rounding schemes. In

Section 2.3, we adopt the graph model containing both real and artificial nodes to

characterize the WSNET. Based on the proposed graph model, we design a one-to-

one correspondence strategy to obtain feasible solutions based on results from graph

algorithms. We present simulation results for the proposed methods in Section 2.4.

Note that work reported in this chapter has been published in [Paschalidis and

Li, 2009] and [Paschalidis and Li, 2011a].

2.1 Problem Formulation

2.1.1 Network Model

Consider a set of nodes N = {1, 2, . . . , N}. Each node i has some power limit Pmax
i

(i = 1, . . . , N) which determines its potential neighboring nodes. We let Pij denote

the minimum transmit power needed by node i to reach node j. Let A denote the set

of potential bidirectional links between the nodes, that is, A = {(i, j) | i < j, Pmax
i ≥

Pij, Pmax
j ≥ Pji}. As defined, A contains undirected links; replacing each link (i, j)
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in A with the two corresponding directed links (i, j) and (j, i) we form an arc set

Ac. Consistent with Assumption 1.2 we assume that the graph (N ,Ac) is strongly

connected.

Transmissions by a node i to node j can be heard without any additional energy

expense by any other node k with Pik ≤ Pij. The objective is to minimize the

total transmit energy consumption over all nodes in the network while maintaining

a bidirectional spanning tree. To that end, maintaining a connection between nodes

i and j requires that i uses a transmit power no less than Pij and j uses a transmit

power no less than Pji. We note that nodes consume energy when they receive as

well, but this is no significantly different from the energy used while listening. In

the model we assume that nodes are listening all the time so there is no need to

include the corresponding energy consumption in our minimization. To reduce the

latter energy, one could allow the nodes to “sleep”; see related work in [Paschalidis

et al., 2007].

We note that the model we introduced can accommodate any physical layer model

that determines the transmit power needed to reach node j from node i. As an

example, we can take Pij = dαij, where dij is the Euclidean distance between nodes i

and j, and α is the channel loss exponent.

2.1.2 Mixed Integer Linear Programming Model

Our formulation is similar to [Das et al., 2004a] which proposed an MILP for minimum

power multicasting in wireless networks with sectored antennas.
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Let Pi ∈ [0, Pmax
i ] be the transmit power of node i. Let Fij (respectively, Fji),

(i, j) ∈ A , represent the flow from node i to node j (respectively, from node j to i).

We adopt indicator variables Xij ∈ {0, 1}, (i, j) ∈ A , to show whether there is flow

on link (i, j) ∈ A . For those (i, j) /∈ A we make the convention Xij = 0; while for

those (i, j) ∈ A , if Fij > 0 or Fji > 0 then Xij = 1.

The bidirectional topology optimization problem can be cast as a single-origin

multiple-destination uncapacitated flow problem with integer constraints indicating

the selection of bidirectional links. Any node can be selected as the origin of the flow;

we select node 1. The corresponding flow problem involves routing N − 1 units of

supply from node 1 (which has no demand) to all other nodes each of which has one

unit of demand and zero units of supply. The MILP formulation is presented next:
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CMILP = min

N
∑

i=1

Yi (2.1)

s.t.
∑

{j|(1,j)∈E }

F1j = N − 1, (2.2)

∑

{j|(1,j)∈E }

Fj1 = 0, (2.3)

∑

{j|(i,j)∈E or (j,i)∈E }

Fji −
∑

{j|(i,j)∈E or (j,i)∈E }

Fij = 1, ∀i ∈ N \ {1},

(2.4)

(N − 1) ·Xij − Fij ≥ 0, ∀(i, j) ∈ E , (2.5)

(N − 1) ·Xij − Fji ≥ 0, ∀(i, j) ∈ E , (2.6)

Yi −XijPij ≥ 0, ∀(i, j) ∈ E , (2.7)

Yj −XijPji ≥ 0, ∀(i, j) ∈ E , (2.8)

∑

(i,j)∈E

Xij = N − 1, (2.9)

Xij ∈ {0, 1}, ∀(i, j) ∈ E , (2.10)

Fij , Fji ≥ 0, ∀(i, j) ∈ E , (2.11)

Yi ≥ 0, ∀i. (2.12)

Some explanations are in order. The objective function (2.1) is equal to the total

energy consumption by all nodes. Constraints (2.2)–(2.4) maintain flow conservation.

Constraints (2.5)–(2.6) reflect our conventions for the binary variables Xij setting
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them to one if there is flow on the link (i, j) ∈ A in either direction. Constraint (2.9)

guarantees that no redundant links are selected and the resulting graph is a spanning

tree. Finally, constraints (2.7)–(2.8) ensure that each selected link from A will be

bidirectional and the appropriate level of transmit power will be accounted for at

both nodes incident to the link. The number of integer variables Xij is |A | and the

number of continuous variables (Fij’s and Pi’s) is equal to 2|A |+N .

The problem considered has been shown to be NP-complete in [Clementi et al.,

1999]. [Montemanni and Gambardella, 2005] proposes a technique to reduce some

redundant integer variables which may increase the speed of solving the problem.

However, it is still intractable to solve large scale instances with MILP solvers. This

has led to heuristics. For instance, [Das et al., 2004a] uses an incremental cost mecha-

nism to select communication links to form a spanning tree. [Das et al., 2004b] adopts

an ant colony optimization approach. [Wieselthier et al., 2000] proposes a procedure

to incrementally increase transmit powers until a spanning tree is formed. A similar

approach is employed in [Yuan et al., 2008] for minimum energy broadcasting with

symmetric communication links.

2.2 An Algorithm Based on a Semi-Definite Relaxation

In this section we develop an SDP relaxation of the MILP and use it to bound

the objective as well as obtain a feasible solution. SDP minimizes a linear function

subject to a linear matrix inequality. SDP problems are convex and can be solved
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in polynomial-time by interior point methods using available solvers (e.g., [Fujisawa

et al., 2005]).

We start with some background and notation.

Definition 2.1 (Frobenius Inner Product)

For symmetric matrices M and Z in Rm×m their Frobenius inner product is given by

M • Z ,

m
∑

i=1

m
∑

j=1

MijZij = Tr(MZ), (2.13)

where Tr(·) denotes the trace of a matrix.

Definition 2.2 (SDP Formulation [Vandenberghe and Boyd, 1996])

Given symmetric matrices Mi ∈ Rm×m, i = 0, . . . , n, an SDP (in its dual form) is a

problem of the following form with decision variables the elements of the symmetric

matrix Z:

max M0 • Z (2.14)

s.t. Mi • Z = ci, i = 1, . . . , n,

Z � 0,

where “� 0” denotes positive semi-definiteness.

The integrality constraint (2.10) of the MILP can be rewritten as

X2
ij −Xij = 0, ∀(i, j) ∈ A . (2.15)

The inequalities (2.5), (2.6), (2.7), and (2.8) can be easily transformed into equal-
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ities by adding slack variables

(N − 1) ·Xij − Fij − Sij = 0, ∀(i, j) ∈ A , (2.16)

(N − 1) ·Xij − Fji − Sji = 0, ∀(i, j) ∈ A , (2.17)

Pi −XijPij − Tij = 0, ∀(i, j) ∈ A , (2.18)

Pj −XijPji − Tji = 0, ∀(i, j) ∈ A , (2.19)

Sij , Sji, Tij , Tji ≥ 0, ∀(i, j) ∈ A . (2.20)

We will add the following (redundant in the MILP) constraint to make the relax-

ation tighter. Specifically, the constraint guarantees that every node is connected to

some other node:

∑

{j|(j,i)∈A }

Xji +
∑

{j|(i,j)∈A }

Xij −Qi = 1, ∀i ∈ N , (2.21)

Qi ≥ 0, ∀i ∈ N . (2.22)

Let also adopt a special variable V = 1 or equivalently,

V 2 = 1, V ≥ 0. (2.23)

Let now x = (Xij; (i, j) ∈ A ), x̃ = (x, V ), p = (P1, . . . , PN), f = (Fij , Fji; (i, j) ∈

A ), s = (Sij , Sji; (i, j) ∈ A ), t = (Tij, Tji; (i, j) ∈ A ), and q = (Q1, . . . , QN). Let

also k(Xij) (respectively, k(Fij), k(Tij)) denote the position of Xij (respectively, Fij ,

Tij) in x (respectively, f , t). Assume that Xij ’s (respectively, Fij’s, Tij ’s) are stacked

in x (respectively, f , t) in the ascending order of subscripts, with the first digit i
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dominating the second digit j. Then,

k(Xij) =



















1
2
(i− 1)(2N − i) + (j − i), if i < j,

1
2
(j − 1)(2N − j) + (i− j), if i > j,

(2.24)

k(Fij) = k(Sij) = k(Tij) =



















(i− 1) · (N − 1) + j, if j < i,

(i− 1) · (N − 1) + j − 1, if j > i,

(2.25)

Define Z = diag(X, diag(p), diag(f), diag(s), diag(t), diag(q)), where

X = x̃x̃′

=





























X2
12 X12X13 · · · X12Xij · · · X12XN−1N X12V

X13X12 X2
13 · · · X13Xij · · · X13XN−1N X13V

...
...

. . .
...

. . .
...

...

XijX12 XijX13 · · · X2
ij · · · XijXN−1N XijV

...
...

. . .
...

. . .
...

...

XN−1NX12 XN−1NX13 · · · XN−1NXij · · · X2
N−1N XN−1NV

V X12 V X13 · · · V Xij · · · V XN−1N V 2





























.

(2.26)

The explicit expression in (2.26) is for the purpose of demonstration and it holds only

if (N ,Ac) is a complete graph, i.e., A contains all possible links.

Next, we consider the constraints of the MILP one by one and write them in an

SDP form. We also give out explicit expressions in the case of a complete network.
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Eq. (2.2) can be written as

diag(0, 0,B1, 0, 0, 0) • Z = N − 1, (2.27)

where B1 is a matrix with (B1)k(F1j),k(F1j) = 1 for (1, j) ∈ A and all other entries

zero.

Eq. (2.3) can be written as

diag(0, 0,B2, 0, 0, 0) • Z = 0, (2.28)

where B2 is a matrix with (B2)k(Fj1),k(Fj1) = 1 for (1, j) ∈ A and all other entries

zero.

Eq. (2.4) can be written as

diag(0, 0,Bi
3, 0, 0, 0) • Z = 1, ∀i ∈ N \ {1}, (2.29)

where Bi
3 is a matrix with (Bi

3)k(Fji),k(Fji) = 1 for all j such that (j, i) or (i, j) ∈ A ,

(Bi
3)k(Fij),k(Fij) = −1 for all j such that (j, i) or (i, j) ∈ A and all other entries zero.

Eq. (2.15) can be written as

diag(Bij
4 , 0, 0, 0, 0, 0) • Z = 0, ∀(i, j) ∈ A , (2.30)

where Bij
4 is a matrix with (Bij

4 )k(Xij),|A |+1 = (Bij
4 )|A |+1,k(Xij) = −1/2,

(Bij
4 )k(Xij),k(Xij) = 1 and all other entries are equal to zero.
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Similarly, V 2 = 1 (cf. (2.23)) can be written as

diag(B5, 0, 0, 0, 0, 0) • Z = 1, (2.31)

where (B5)|A |+1,|A |+1 = 1 and all other entries are set to zero.

Eq. (2.16), (2.17) can be written as

diag(Bij
6 , 0,B

ij
7 ,B

ij
7 , 0, 0) • Z =0, ∀(i, j) ∈ A , (2.32)

diag(Bij
6 , 0,B

ji
7 ,B

ji
7 , 0, 0) • Z =0, ∀(i, j) ∈ A , (2.33)

where (Bij
6 )k(Xij),|A |+1 = (Bij

6 )|A |+1,k(Xij) =
1
2
(N − 1), (Bij

7 )k(Fij),k(Fij) = −1, and all

other entries are equal to zero.

Eq. (2.18), (2.19) can be written as

diag(Bij
8 ,B

i
9, 0, 0,B

ij
10, 0) • Z =0, ∀(i, j) ∈ A , (2.34)

diag(Bji
8 ,B

j
9, 0, 0,B

ji
10, 0) • Z =0, ∀(i, j) ∈ A , (2.35)

where (Bij
8 )k(Xij),|A |+1 = (Bij

8 )|A |+1,k(Xij) = −Pij/2, (B
i
9)i,i = 1, (Bij

10)k(Tij),k(Tij) = −1,

and all other entries are equal to zero.

Eq. (2.9) can be written as

diag(B11, 0, 0, 0, 0, 0) • Z = N − 1, (2.36)

where (B11)k(Xij),|A |+1 = (B11)|A |+1,k(Xij) = 1/2 for all (i, j) ∈ A .
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Eq. (2.21) can be written as

diag(Bi
12, 0, 0, 0, 0,B

i
13) • Z = 1, ∀i ∈ N , (2.37)

where (Bi
12)k(Xji),|A |+1 = (Bi

12)|A |+1,k(Xji) = 1/2 for all (j, i) ∈ A , (Bi
12)k(Xij),|A |+1 =

(Bi
12)|A |+1,k(Xij) = 1/2, for all (i, j) ∈ A , (Bi

13)i,i = −1, and all other entries zero.

Combining all the above equations we obtain the SDP relaxation as follows.

CSDP = min diag(0, I, 0, 0, 0, 0) • Z (2.38)

s.t. diag(0, 0,B1, 0, 0, 0) • Z = N − 1,

diag(0, 0,B2, 0, 0, 0) • Z = 0,

diag(0, 0,Bi
3, 0, 0, 0) • Z = 1, ∀i ∈ N \ {1},

diag(Bij
4 , 0, 0, 0, 0, 0) • Z = 0, ∀(i, j) ∈ A ,

diag(B5, 0, 0, 0, 0, 0) • Z = 1,

diag(Bij
6 , 0,B

ij
7 ,B

ij
7 , 0, 0) • Z = 0, ∀(i, j) ∈ A ,

diag(Bij
6 , 0,B

ji
7 ,B

ji
7 , 0, 0) • Z = 0, ∀(i, j) ∈ A ,

diag(Bij
8 ,B

i
9, 0, 0,B

ij
10, 0) • Z = 0, ∀(i, j) ∈ A ,

diag(Bji
8 ,B

j
9, 0, 0,B

ji
10, 0) • Z = 0, ∀(i, j) ∈ A ,

diag(B11, 0, 0, 0, 0, 0) • Z = N − 1,

diag(Bi
12, 0, 0, 0, 0,B

i
13) • Z = 1, ∀i ∈ N ,

Z � 0.
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The following result is immediate since we are relaxing the MILP.

Proposition 2.1 It holds CSDP ≤ CMILP .

In general, the solution produced from the SDP does not provide us with integer

Xij ’s. Thus, we will “project” the SDP solution to obtain effective MILP feasible

solutions. To that end, notice that a matrix X that is optimal for the SDP is positive

semi-definite and has the form

X =

[

Rx mx

m′
x

1

]

. (2.39)

It follows that Σx = Rx−mxm
′
x
� 0 can be interpreted as a covariance matrix. This

motivates us to think of the SDP as providing a probability distribution for x which

we can sample (and project) to obtain MILP feasible solutions. On a notational re-

mark, we will use x(Xij) and mx(Xij) to denote the value of x and mx, respectively,

corresponding to Xij. We derive the following Recursive Semi-Definite Programming

Algorithm (RSDPA).

Algorithm 2.1 (RSDPA)

• Step 1: Solve the SDP of (2.38) and obtain an optimal solution for X in the form

(2.39). Let Rx, mx, and Σx as defined earlier. Set xr = 0.

• Step 2: (Rounding): ∀(i, j) ∈ A such that xr(Xij) = 0 set xr(Xij) = 1 if

mx(Xij) > α. Check whether the undirected graph (N , {(i, j) | xr(Xij) = 1}) is

connected. If it is, go to Step 7.

• Step 3: (Sampling) Draw xs = mx + (Σx)
1/2g where g is a standard Gaussian
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random vector N(0, I). For all (i, j) ∈ A such that xr(Xij) = 0 set xr(Xij) = 1 if

xs(Xij) > α.

• Step 4: Check again whether the graph induced by xr is connected. If it is, go to

Step 7. If the maximal iteration count has been reached go to Step 6.

• Step 5: In the SDP of (2.38) fix all Xij with xr(Xij) = 1 and resolve to obtain an

optimal solution for X in the form (2.39) with components Rx, mx, and associated

Σx. Go to Step 2.

• Step 6 (Connectivity): Reduce α := βα. Redraw xs = mx + (Σx)
1/2g where g ∼

N(0, I). For all (i, j) ∈ A such that xr(Xij) = 0 set xr(Xij) = 1 if xs(Xij) > α.

If the updated xr corresponds to a connected graph, go to Step 7; otherwise, repeat

Step 6.

• Step 7 (Link Trimming): Sort all (i, j) ∈ A such that xr(Xij) = 1 in descending

order of the power needed to support the link, i.e., Pij + Pji. Examine each link

(i, j) in this list in descending order. If (i, j) can be removed without disconnecting

the network then set xr(Xij) = 0.

• Step 8: Output xr.

The RSDPA yields a feasible solution xr of the MILP. It uses the following pa-

rameters: a rounding threshold α (0 < α ≤ 1), a shrinking factor β (0 < β < 1),

and a maximum number of iterations. These parameters can be tuned to improve

performance.

Note that the algorithm produces an integer solution xr that specifies which links

in A are selected. Due to Step 7, xr induces a bidirectional spanning tree with

N − 1 bidirectional links. To evaluate the cost of this tree, for each node i ∈ N set

P r
i = max{Pij | x

r(Xij) = 1 or xr(Xji) = 1}. The total energy cost of xr is:

CRSDP =
N
∑

i=1

P r
i , (2.40)



48

and CMILP ≤ CRSDP .

We note that CRSDP is the energy cost of building the bidirectional spanning tree

as well as applying one iteration of the agreement algorithm 1.1.

2.3 Graph-Based Algorithms

Next we devise a series of graph-based algorithms. By construction, all these algo-

rithms provide upper bounds to the optimal MILP cost and in some cases a lower

bound as well. The graph we will consider is an augmented graph that “transfers”

the energy costs from the nodes to links so that suitable network flow algorithms can

be employed.

2.3.1 Augmented Graph Construction

Consider the set of “real” nodes N . For each i ∈ N , we define N(i) = {j|j ∈

N , (i, j) or (j, i) ∈ A } as the potential neighboring nodes of i. For each real node

i we add a set of |N(i)| artificial nodes, each one corresponding to a different po-

tential neighbor of i. Each artificial node corresponds to a different power level that

node i may work on. The detailed augmented graph construction is as follows. We

will denote this graph by Ga = (N ∪V , Ea) where V denotes the set of artificial nodes.

Algorithm 2.2 (Construction of Augmented Graph)

• Step 1: For each ordered pair (i, j) of nodes i, j ∈ N such that j 6= i and

Pij ≤ Pmax
i create an artificial node v associated with node i and assign to v the

tag Tv = (i, j, Pij). Add an undirected link from i to v with cost Tv(3) = Pij .
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• Step 2: Consider each pair of artificial nodes v1 and v2 with tagsTv1 = (i1, j1, Pi1j1)

and Tv2 = (i2, j2, Pi2j2) such that v1 6= v2 and i1 6= i2. If Pi1j1 = Tv1(3) ≥

Pi1i2 and Pi2j2 = Tv2(3) ≥ Pi2i1 then add an undirected link (v1, v2) with cost

w (Tv1(3) +Tv2(3)), where w is a very small positive constant.

The tag of an artificial node v indicates that v can act as a relay for data sent

from i to j, which requires power of at least Pij at node i. The augmented graph

contains links between a node and its artificial nodes and also links between artificial

nodes corresponding to potential bidirectional links between real nodes. We assign

a small cost to these latter links to avoid degenerate solutions in the algorithms we

employ. From the graph Ga we construct a directed graph G̃a = (N ∪ V ,Aa) such

that for every undirected link (i, j) ∈ Ea, Aa contains both directed links (i, j) and

(j, i), each with cost the same as the cost of the undirected link (i, j).

An example of augmented graph construction in a network consisting of 3 real

nodes is shown in Fig. 2·1. Every node can work at two different power levels - a

higher level, at which it can send messages to both two neighboring nodes, and a

lower level, at which it can only communicate with the closer neighboring node. The

real lines connect every real node with its artificial nodes and the weights of them

correspond to the associated power levels. Take Node 1 for example; it can either

work at a power level of 5 and reach both Node 2 and 3, or transmit at a power level

of 3 and only talk to Node 3. The dotted lines connect all possible communication

pairs and each one is assigned a small positive weight to avoid zero cost loops. In

Fig. 2·1, w = 0.01. For example, suppose Node 1, 2 and 3 work at power levels of 3,
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Figure 2·1: An example of augmented graph construction in a 3-real-
node network.

4, and 4, respectively. The bidirectional communication pairs that can be supported

are (1 ↔ 3) and (2 ↔ 3). We draw dotted lines to connect Tv2 with Tv6, and Tv4

with Tv6, and set the weights as 0.07 and 0.08. Following the same procedure, other

dotted lines can be added and all possible communication patterns among real nodes

are presented in the augmented graph.
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Table 2.1: The Steiner Problem in Network

• GIVEN: An undirected network G = (N ∪V , E , c) where c : E → R is an edge
weight function, and a non-empty set N of terminals.

• FIND: A subnetwork TG (N ) of G such that:

– there is a path between every pair of terminals,

– total weight |TG (N )| =
∑

el∈TG (N ) c(el) is minimized.

It should be pointed out the original MILP problem (2.1) is equivalent to the

Steiner tree problem [Huang et al., 1992] in the augmented graph.

Generally, the Steiner problem [Huang et al., 1992] in a network can be formulated

as in Tab. 2.1.

The vertices in V are called non-terminals. Non-terminals that end up in TG (N )

are called Steiner vertices. If G is connected and all edges in G have positive weight,

|TG (N )| must be a tree. The problem is therefore often referred in the literature as

the Steiner tree problem.

In the augmented graph, real nodes are viewed as terminals and artificial nodes

correspond to non-terminals. The solution for the original MILP problem is equivalent

to the optimal Steiner tree with the same number of real nodes and artificial nodes.

In general, the Steiner tree problem is NP-complete.
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2.3.2 Minimum Cost Flow Problem

In this subsection, we will apply a minimum cost flow (MCF) algorithm to the (di-

rected) augmented graph G̃a. Then, based on the optimal solution, we will construct a

bidirectional spanning tree for the original graph G and derive bounds on the optimal

value of the MILP.

We take one real node in N , say node s, as the source node having a supply

of N − 1 units. Every other real node in N \ {s} has a demand of 1 unit. All the

artificial nodes in V have zero supply and demand. With these demands and supplies

we solve the uncapacitated MCF problem on graph G̃a (see [Bertsekas and Tsitsiklis,

1997]). This is the linear programming (LP) problem of minimizing the total cost

of shipping flows from the nodes with supplies to the nodes with demands, where

arc costs indicate cost per unit of flow. Such an LP can be solved by standard LP

methods or special purpose methods (e.g., network simplex) that exploit its special

structure. Let CMCF
s denote its optimal value and fMCF

s = (Fij ; ∀(i, j) ∈ Aa) denote

an optimal solution where Fij is the optimal flow on arc (i, j) ∈ Aa. Clearly, we

can solve N different MCF problems depending on the selection of the source node

s = 1, . . . , N .

Given the solution of any of the above flow problems, we can construct a bidirec-

tional spanning tree for the original graph G . The procedure is described as follows.

It builds an undirected graph G MCF
BST,s = (N , E MCF

BST,s) which is a bidirectional spanning

tree of G .
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Algorithm 2.3

(Construction a Bidirectional Spanning Tree from the MCF Solution)

• Step 1: Solve the MCF problem with source s. Initialize E MCF
BST,s = ∅. For any

pair (v, u), v, u ∈ V , such that fMCF
s (v, u) > 0 or fMCF

s (u, v) > 0 add the link

(min{i, j},max{i, j}) to E MCF
BST,s where i and j are the real nodes corresponding to

v and u, respectively.

• Step 2: Sort all (i, j) ∈ E MCF
BST,s in descending order of the power needed to support

the link, i.e., Pij + Pji. Examine each link (i, j) in this list in descending order. If

(i, j) can be removed without disconnecting the network then remove (i, j) from

E MCF
BST,s.

• Step 3: Set the power at i as Pi = max{Pij | (i, j) or (j, i) ∈ E MCF
BST,s}. Let

CMCF
BST,s =

∑

i∈N Pi.

In Step 1 we identify all links between artificial nodes with a positive flow. Note

that a real node i may have an artificial node v with a link (u, v) (or (v, u)) selected in

Step 1 but with no flow in the (i, v) or the (v, i) link. This may happen if v serves as

a relay to node u. Step 2 is similar to Step 7 of the RSDPA and eliminates redundant

links to end up with a spanning tree (N−1 links). Note that the solution to the MCF

problem guarantees that we will end up with a connected network since it satisfies

flow conservation and ships flow from the source s to every real node in N \{s}. The

MCF problem also provides us with bounds on the optimal objective value CMILP of

the MILP.

Theorem 2.2 As w → 0 it holds

N

2(N − 1)
min
s

CMCF
s ≤

1

2(N − 1)

N
∑

s=1

CMCF
s ≤ CMILP ≤ min

s
CMCF

BST,s. (2.41)
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Proof: The far right inequality is immediate since the algorithm produces a

bidirectional spanning tree, thus forming a feasible solution to the MILP. The far left

inequality is also obvious.

To establish the middle inequality we will start from an optimal solution of the

MILP and construct a feasible solution for the MCF problem. Let {Xij}, {Fij} and

{Pi} form an optimal solution of the MILP. For each real node i ∈ N add a virtual

node vi with tag Tvi = (i, j, Yi), where j = argmaxj{Pij |Xij = 1 or Xji = 1}. Then,

introduce the directed arcs (i, vi) and (vi, i) with arc weights Pi. For any two real

nodes i1, i2 ∈ N , if Xi1i2 = 1, then introduce the directed arcs (vi1 , vi2) and (vi2, vi1)

with arc weights w(Tvi1
(3) +Tvi2

(3)). Note that the graph we have constructed is a

bidirectional spanning tree because it has been constructed based on the solution of

the MILP.

Fix now some node s ∈ N and designate it as a source node. Set the flows on

the graph constructed above in order to ship N − 1 units of supply from s to each

other node which should receive 1 unit of flow. The resulting flow vector is a feasible

solution of the MCF problem. Notice that the flow on any arc (vi1 , vi2) between

artificial nodes can not be greater than N − 1. Denote the largest weight of such an

arc as wmaxi1,i2(Tvi1
(3) + Tvi2

(3)) = wTmax. Then, the flow cost on (vi1 , vi2) must

be no more than w(N −1)Tmax. Since there are (N −1) arcs between artificial nodes

with positive flows, the flow cost on these arcs can not be larger than w(N−1)2Tmax.
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The feasibility of the constructed feasible solution for the MCF problem yields

CMCF
s ≤

N
∑

i=1,i 6=s

Pi + Ps(N − 1) + w(N − 1)2Tmax

= CMILP + (N − 2) · Ps + w(N − 1)2Tmax.

Adding the above inequalities for s = 1, . . . , N we have

N
∑

s=1

CMCF
s ≤ 2(N − 1)CMILP + wN(N − 1)2Tmax.

Taking w → 0 we arrive at the desired result.

To demonstrate the constructive methods introduced in the proof, we take some

examples and show how to derive a MILP feasible solution from the MCF optimal

solution, and vice versa.

As shown in Fig. 2·2, assume that Node 1 has a supply of 2 units and Node 2 and

3 each has a demand of 1 unit. Weights are labeled along links. In the left figure, we

solve the MCF problem, mark selected links by directed arrows (blue in color print),

and denote optimal flows on these selected links in brackets. The optimal MCF

solution requires Node 1, 2 and 3 to work at power levels of 3, 4, and 4, respectively,

and a corresponding MILP feasible solution is obtained as in the right figure.

The construction of the MCF feasible solution based on the MILP optimal solu-

tion is depicted in Fig. 2·3. Assume the optimal MILP solution maintains a tree as

shown in the left figure. Notice that each node works at a certain power level, which

corresponds to a unique artificial node in the augmented graph. For each real node,
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Figure 2·2: An example of constructing MILP feasible solution from
MCF optimal solution.

only keep the unique artificial node and remove all other artificial nodes and incident

links. The weight of the link between each real node and its unique artificial node

is essentially the power level the real node works at. Map links to the augmented

graph and maintain the same topology among artificial nodes. For example, in the

left figure, there is a link between real node n1 and real node n8, and we draw a link

between artificial node v1 and artificial node v8 in the right figure. Designate the

flows on the outgoing link from the source node, say real node n1, to its artificial

node as N − 1, which is 7 in Fig. 2·3, and designate the flow on incoming link from

each artificial node to its corresponding real node as 1. As w → 0, the weights on

links among artificial nodes are negligible. Due to that the network in the right figure

is connected, and one can arbitrarily dispatch flows among artificial nodes as long as
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Figure 2·3: An example of constructing MCF feasible solution from
MILP optimal solution.

flow conservations are satisfied. Therefore, a feasible solution for the MCF problem

is obtained.

2.3.3 Minimum Weight Spanning Tree Problem

Similarly, based on a minimum weight spanning tree (MST) on the undirected aug-

mented graph Ga = (N ∪ V , Ea), we can construct a bidirectional spanning tree for

the original graph G , see Algorithm 2.4.

Algorithm 2.4

(Constructing a Bidirectional Spanning Tree by Solving an MST Problem on the

Augmented Graph Ga)

• Step 1: Construct an MST of Ga.

• Step 2: Remove all artificial nodes which are leaf nodes in the tree and their incident

arcs until no artificial node which is a leaf node remains.
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• Step 3: The resulting graph contains a path between any two real nodes, potentially

through artificial nodes. Remove all artificial nodes but maintain the exact same

path between any two real nodes (going through the same set of real nodes as

before).

• Step 4: The resulting undirected graph is a spanning tree G MST = (N , E MST ).

Set the power level of node i as Pi = max{Pij | (i, j) ∈ E MST}. Let CMST =
∑

i∈N Pi.

Since G MST provides a feasible bidirectional spanning tree for the original graph

G , CMILP ≤ CRSDP .

2.3.4 Distributed Approaches

The approaches we detailed in the previous sections yields a bidirectional spanning

tree and bounds on the optimal performance. It is though a centralized approach

as both the standard MCF solution methods and Step 2 of Algorithm 2.3 require

centralized computations. Step 1 of Algorithm 2.4 also needs global information if

traditional MST algorithms, such as Kruskal’s algorithm [Kruskal, 1956] and Prim’s

algorithm [Prim, 1957], are applied. In this subsection we discuss how to construct a

bidirectional spanning tree in a distributed manner.

Minimum Cost Flow Based Distributed Algorithm

The first observation is that the MCF problem we are solving is a single-source-

multiple-destination problem. It follows that optimal flows are shipped along short-

est paths from the source to each destination. As a result, an alternative way for

solving the problem is to compute these shortest paths. To that end, we can use the
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distributed asynchronous Bellman-Ford algorithm [Bertsekas and Gallager, 1992] on

the graph G̃a. Note that based on our connectivity assumption and the way G̃a is

constructed, every link is bidirectional, the graph is strongly connected, and every

link has a positive cost which implies that all cycles have a positive cost. Under

these conditions, the asynchronous Bellman-Ford algorithm converges. Notice that

in the worst case, the distributed asynchronous Bellman-Ford algorithm may require

an excessive number of iterations to terminate [Bertsekas and Gallager, 1992]. Alter-

natively, some other distributed algorithms [Frederickson, 1985] based on Dijkstra’s

algorithm can be employed to find the single source shortest paths.

The second observation deals with the distributed implementation of Step 2 in

Algorithm 2.3. Examine that algorithm and note that after Step 1, the undirected

graph G MCF
BST,s = (N , E MCF

BST,s) is connected because it is constructed from the MCF

solution which ships flow to every node from the source node s. (One can easily

construct examples, where G MCF
BST,s contains more than N−1 links.) We can now assign

to each link (i, j) ∈ E MCF
BST,s a weight equal to Pij + Pji which is the power needed to

support the link. Then we can run a distributed algorithm proposed in [Gallager et al.,

1983] to construct a MST. The resulting spanning tree is a bidirectional spanning tree

whose overall energy cost can be evaluated as in Step 3 of Algorithm 2.3.

Notice that for the distributed graph-based algorithms, one incurs some commu-

nication overhead for finding the bidirectional spanning tree. We next assess the

associated energy cost.
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In the distributed approach we presented above, the total numbers of messages

exchanged by the shortest path algorithm is O
(

(|N | + |V |)
5

3

)

[Frederickson, 1985].

Computing the minimum spanning tree requires O
(

|E MCF
BST,s| + |N | log |N |

)

mes-

sages ([Gallager et al., 1983]). In the case of a planar and non-dense network, we

have |V | = O(|N |) and |E MCF
BST,s| = O(|N |) and the total number of messages needed

is O(|N |
5

3 ). The corresponding energy costis O(|N |
5

3 )·Pmax = O(|N |
5

3 ), where Pmax

denotes the maximal energy cost for one message to be transmitted.

Once the sub-optimal bidirectional spanning tree is found, the energy cost of

building the topology and applying one iteration of the agreement algorithm 1.1 is

CMCF
BST,s.

Minimum Weight Spanning Tree Based Distributed Algorithm

A similar distributed approach can be derived by applying the algorithm in [Gallager

et al., 1983] to obtain the MST on Ga in Step 1 of Algorithm 2.4.

Since only the distributed minimum spanning tree algorithm is employed in Algo-

rithm 2.4, the total energy cost of finding and constructing the bidirectional spanning

tree topology is O
(

|Ea|+(|N |+ |V |) log(|N |+ |V |)
)

= O
(

|N | log |N |), in the case

of |Ea| = O
(

|N |) and |V | = O
(

|N |). Similarly, after finding the sub-optimal bidi-

rectional spanning tree, the energy cost of building the topology and applying one

iteration of the agreement algorithm 1.1 is CMCT .
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2.4 Numerical Experiments

We generate networks by uniformly scattering N nodes on a 10×10 square. We

assume that the minimum power required by a node to reach another is d2, where

d is their distance. We set the maximum power of each node to 102λ, where λ is a

parameter we can tune. Small values of λ induce a “sparse” network where a large

λ induces a “dense” network and implies many potential bidirectional links. In the

results we present we take λ = 0.2 for sparse networks and λ = 0.4 for dense networks.

Tables 2.2 and 2.3 report our results for different instances (N ranging from 10

to 50) corresponding to sparse and dense networks, respectively. Fig. 2·4, 2·5 (sparse

networks), and Fig. 2·6, 2·7 (dense networks), provide direct visual comparison of the

results.

In the tables, MILP denotes the optimal value of the MILP in (2.1) which was

solved using the CPLEX solver. The larger instances were not possible to solve in

a reasonable amount of time. RT denotes the running time for each algorithm we

compare. All algorithms were run on a computer with a Ubuntu-8.04-OS, 2GB of

memory, and an Intel-XEON-2.00GHz CPU. SDP denotes the optimal value of the

SDP relaxation given in (2.38) which is solved using the SDPA solver. The “Ratio”

rows compute the ratio of the entries in the immediately preceding row over the MILP

optimal cost. RSDP UB denotes the cost of the bidirectional spanning tree obtained

from Algorithm 2.1. In that algorithm we set the maximum number of iterations to

4, and use α = 0.5, and β = 0.9. MCF LB and UB denote the values obtained from
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Table 2.2: Numerical Experiments on Sparse Networks.

Number of Nodes 10 20 30 40 50

MILP 49.32 62.77 81.19 NA NA

MILP Running Time (secs) <1 66 59792

SDP 23.85 18.66 24.75 25.69 28.42

Ratio 0.48 0.30 0.30

RSDP UB 63.98 82.59 116.08 126.27 95.91

Ratio 1.30 1.32 1.43

RSDP Running Time (secs) 7 178 765 5519 24454

MCF LB 25.99 24.99 38.57 49.52 48.39

Ratio 0.53 0.40 0.48

MCF UB 49.32 64.05 87.44 86.79 92.08

Ratio 1.00 1.02 1.08

MCF Running Time (secs) <1 2 6 32 120

MST UB 51.24 67.26 84.96 87.15 89.77

Ratio 1.04 1.07 1.05

MST Running Time (secs) <1 <1 1 11 154
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Figure 2·4: Numerical experiments on sparse networks - effectiveness.
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Figure 2·5: Numerical experiments on sparse networks - efficiency.
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Table 2.3: Numerical Experiments on Dense Networks.

Number of Nodes 10 20 30 40 50

MILP 77.11 82.71 68.38 NA NA

MILP Running Time (secs) 1 41 66416

SDP 42.06 31.40 16.68 19.50 18.07

Ratio 0.55 0.38 0.24

RSDP UB 81.05 135.24 112.62 162.41 120.79

Ratio 1.05 1.64 1.65

RSDP Running Time (secs) 10 405 5138 19048 72822

MCF LB 45.86 46.12 39.81 39.73 38.52

Ratio 0.59 0.56 0.58

MCF UB 83.16 82.89 72.63 85.95 71.92

Ratio 1.08 1.00 1.06

MCF Running Time (secs) 1 3 36 110 314

MST UB 83.16 84.56 71.42 87.76 72.24

Ratio 1.08 1.02 1.04

MST Running Time (secs) 1 1 35 208 998
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Figure 2·6: Numerical experiments on dense networks - effectiveness.
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Figure 2·7: Numerical experiments on dense networks - efficiency.
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Theorem 2.2 and the Algorithm of Fig. 2.3, respectively. Finally, MST UB denotes

the cost of the spanning tree obtained from Algorithm 2.4.

The results indicate that both the minimum-cost-flow-based algorithm (Algo-

rithm 2.3) and the minimum-weight-spanning-tree-based algorithm (Algorithm 2.4)

can produce solutions that are very close to the optimal for all those instances where

an optimal MILP solution is obtainable. For the larger instances they dominate the

SDP-based solution. Moreover, the lower bounds in 2.2 based on the min-cost-flow-

based algorithm are tighter than the lower bounds from the SDP relaxation, though

the results vary, depending on the network configurations. It is important to note

that the bidirectional spanning trees produced by the approaches in Sec. 2.3.4 can

be obtained in a distributed manner which is critical for large-scale wireless sensor

networks.
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Chapter 3

Energy Optimized Topologies for

Averaging in Dynamic WSNets

In this chapter, we extend the network model considered in Chapter 2 by incorpo-

rating dynamic factors. In particular, we assume that randomness affects pairwise

communication between two nodes which can only be established with some proba-

bility. Considering technical and practical issues, we assume that we can successfully

construct any link present in the network within a potentially large but finite number

of attempts. To facilitate implementation of distributed averaging algorithm in such

dynamic WSNETs, we consider the problem of selecting two nodes that attempt to

communicate for load balancing purposes at at any given time point. However, this

selection should be performed with two concerns. First, network interconnectivity

must be reached for every block of B time points to assure the convergence of the

load-balancing algorithm. Secondly, energy consumption should be optimized during

the whole process. This is a primary issue in WSNETs. We formulate the sequential

decision problem into a finite horizon DP problem and analyze two scenarios of large

enough and limited horizon length. For the first case, we exploit the problem struc-

ture and show that the DP optimal solution is equivalent to a Minimum Spanning
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Tree (MST) in the graph with appropriately assigned weights. Hence, the problem

can be solved in a distributed way which accommodates WSNETs applications. For

the second case, due to problem’s complexity, we devise some heuristic algorithm to

obtain a sub-optimal solution in a short computation time.

The rest of this chapter is organized as follows. In Section 3.1, we introduce the

network model, formulate the sequential decision problem as a DP, and establish a

monotonicity property. In Section 3.2, we show that for a large horizon length the DP

problem can be solved via an MST algorithm. In Section 3.3, we consider the case

with pre-determined horizon length and introduce our heuristic. Simulation results

demonstrate the effectiveness and efficiency of the proposed algorithms.

Note that work reported in this chapter has been published in [Paschalidis and

Li, 2011a] and [Paschalidis and Li, 2011b].

3.1 Problem Formulation

3.1.1 Network Model

We retain the network model in Section 2.1.1 with the following modification. Notice

that any two nodes i, j with (i, j) ∈ A can communicate with each other. However,

any attempt to communicate may not be successful due to physical environmental

dynamics and interference from other nodes. To model this uncertainty we introduce

a truncated geometric distribution with parameters (pk,Mk) for each (bidirectional)

link k = (i, j) ∈ A . We denote by Yk the number of trials until a success, which
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follows

P (Yk = y) =

{

pk(1−pk)
y−1

1−(1−pk)
Mk

, y = 1, 2, . . . ,Mk;

0, otherwise.
(3.1)

Notice that the coefficient 1/
(

1− (1− pk)
Mk

)

is to ensure that the probabilities add

up to one. Suppose one would like build a link between two nodes. One can use

proper scheduling schemes to combat interference from neighboring links (see for

instance work on the CSMA protocol [Jiang and Walrand, 2009] and other schemes

that completely avoid interference [Paschalidis et al., 2009a]). We assume that this

ensures that it takes no more than Mk trials for a successful transmission. The

expected number of trials needed is:

E[Yk] =

Mk
∑

y=1

P (Yk = y) · y

=

Mi
∑

y=1

pi(1− pi)
y−1

1− (1− pi)Mi
· y

=
−pi

1− (1− pi)Mi
·
d

dpi

(

Mi
∑

y=1

(1− pi)
y

)

=
−pi

1− (1− pi)Mi
·
d

dpi

(

1− pi − (1− pi)
Mi+1

pi

)

=
−pi

1− (1− pi)Mi
·
(1− pi)

Mi+1 + (Mi + 1)pi(1− pi)
Mi − 1

p2i

=
1− (Mk + 1)(1− pk)

Mk +Mk(1− pk)
Mk+1

pk
(

1− (1− pk)Mk

) . (3.2)

For every trial on link k, let ck ≥ 0 be the energy cost for each node, which depends

on the power level needed to support the link. Comparing this with the model we

considered in Chapter 2, ck can be seen as the sum of energy costs incurred by the
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two nodes incident to link k. The expected cost to successfully construct this link is:

E[Ck] = ckE[Yk]

= ck
1− (Mk + 1)(1− pk)

Mk +Mk(1− pk)
Mk+1

pk
(

1− (1− pk)Mk

) . (3.3)

Once messages have been successfully exchanged on link k then there are no

subsequent transmissions (hence no energy cost) until the next time messages need

to be exchanged on this link (as may be needed by Algorithm 1.2).

We note that given mk failed trials on link k, the total number of trials until a

success still follows a truncated geometric distribution (memoryless property):

(Yk = y +mk|Yk > mk) =
P (Yk = y +mk)

P (Yk > mk)

=
pi(1− pi)

y+mi−1/
(

1− (1− pi)
Mi
)

1−
∑mi

y=1 pi(1− pi)y−1/
(

1− (1− pi)Mi

)

=
pi(1− pi)

y+mi−1/
(

1− (1− pi)
Mi
)

1− pi
1−(1−p)Mi

· 1−(1−pi)mi

1−(1−pi)

=

{

pk(1−pk)
y−1

1−(1−pk)
Mk−mk

, y = 1, 2, . . . ,Mk −mk;

0, otherwise.
(3.4)

This is equivalent to a geometric distribution with parameter (pk,Mk−mk). Anal-

ogously, E[Yk|Yk > mk] and E[Ck|Yk > mk] can be calculated analytically. The fol-

lowing Lemma is immediate.

Lemma 3.1.1 P [Yk = mk + 1|Yk > mk] is a monotonically increasing function of

mk.
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Remark: Two issues should be clarified here. First, we assume that any potential

link in the network can be constructed after some potentially large but fixed number

of trials, i.e., we assume Mk to be finite. This is to ensure that Assumption 1.3

holds for the consensus algorithm to converge. Otherwise, any policy could end up

with a non-connected graph with some positive probability. Second, the only other

property needed for results in this section to hold is monotonicity (cf. Lemma 3.1.1).

Essentially, every failed trial provides some more information about the link between

two nodes, such as channel property, antenna angle etc., thus, facilitating the link

construction in the next trial. For simplicity of the exposition, we adopt the truncated

geometric distribution to characterize the link construction process. Generally, any

model resulting in Lemma 3.1.1 is applicable.

3.1.2 Dynamic Programming Model

As we have seen in Section 1.2.1, to guarantee convergence of the load balancing

algorithm we need to enforce Assumption 1.3. The convergence time was shown to

be polynomial in B and N . In this section we formulate the problem of efficiently

enforcing Assumption 1.3, either by minimizing the time until the graph becomes

strongly connected or by minimizing the energy cost of doing so.

As before, let G (t) = (N , E (t)), E (t) ⊆ A , denote the communication pattern

between the nodes at time t and let Ec(t) = E (1) ∪ E (2) ∪ · · · ∪ E (t) and Gc(t) =

(N , Ec(t)). We treat these graphs as undirected and we say that Gc(t) is strongly

connected if the directed graph formed by replacing each link (i, j) with the two
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directed links (i, j) and (j, i) is strongly connected. We split time into blocks of

length B. In each block, say {1, . . . , B}, we seek to successfully connect enough links

so that Gc(B) is strongly connected. We can repeat this process in every such block,

so we only focus on the link selection decisions concerning a single block.

For simplicity of the analysis, we assume that at every discrete time instant we

select a single link and attempt to establish communications between its incident

nodes. Such an attempt may succeed or fail according to the model we presented

earlier. We note that more than one links can attempt communications at the same

time as long as there is no interference between them. To account for this we would

need to assume an interference model and resolve the underlying scheduling problem

(see e.g., [Paschalidis et al., 2007; Paschalidis et al., 2009a] ). In this paper however,

we are only focusing on the dynamic link selection and we forgo these physical layer

issues.

Before we present the DP formulation let us define the “state” of the network at

time t which will consist of two parts. One part is the graph Gc(t), which includes all

successfully constructed links up to time t. The other part contains information on

links that have been attempted but not constructed (those that have not been tried

can be viewed as have been tried 0 times). We denote the state of these links by

L (t) = {k(mk)}
|A |
k=1,k /∈Ec(t)

, where k(mk) indicates that we have made mk attempts to

construct link k ∈ A . We define the state at time t as S (t) = (Gc(t),L (t)).

Recall that for each link k the number of trials until a success follows a truncated
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geometric distribution with parameters (pk,Mk). As we have seen, given mk failures

the p.m.f. of the residual number of trials until a success also follows a truncated

geometric distribution with parameters (pk,Mk−mk). The success probability of the

next trial on link k is pk
1−(1−pk)

Mk−mk
. Given the information at time t and under the

assumption that at t we only select a single link, say k, to attempt to construct, S (t)

is Markovian and evolves as follows:

S (t+ 1) = (Gc(t+ 1),L (t+ 1))

=



















((N , Ec(t) ∪ {k}),L (t) \ k(mk)), w.p. pk
1−(1−pk)

Mk−mk
,

(

Gc(t),L (t) \ k(mk) ∪ k(mk + 1)), w.p. 1− pk
1−(1−pk)

Mk−mk
.

(3.5)

If we wish to minimize the total cost of constructing a strongly connected graph

Gc(B) we end up with the following finite-horizon DP iteration:

Jt(S (t)) = min
k∈{A ,∅}, k /∈Ec(t)

E
[

ck + Jt+1(S (t+ 1))
]

, (3.6)

where Jt(S (t)) is the optimal cost-to-go (or value) function at state S (t). We make

the convention c∅ = 0. The boundary conditions are Jt(S (t)) = 0 if Gc(t) is strongly

connected. We note that as written, (3.6) allows no link to be selected at any given

time t. This amounts to “idling,” incurs a zero immediate cost, and can be selected

when connectivity of Gc(t) has already been achieved. The horizon (block length) in
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(3.6) is equal to B and we impose a terminal cost at the end of the horizon equal to

JB(S (B)) =



















W, if Gc(B) is not strongly connected,

0, otherwise,

(3.7)

where W ≫ 1 is a large enough penalty.

We next establish a useful monotonicity property of the value function Jt(S (t)).

Lemma 3.1.2 It holds that ∀t, Jt(S
α(t)) ≥ Jt(S

β(t)) and S α(t) = (G α
c (t),L

α(t)),

S β(t) = (G β
c (t),L

β(t)) such that G α
c (t) ⊆ G β

c (t) and L α(t) coincides with L β(t)

for all links k /∈ E β
c (t).

Proof: We will establish the result using a coupling argument. Fix some time

t and consider two systems α and β corresponding to states S α(t) and S β(t), re-

spectively. Notice that the randomness is due to the link construction process only.

By defining the two systems on a common probability space, we can assume that for

each common link, they encounter same sequences of random numbers uniformly dis-

tributed on [0, 1], which in turn decide the success or failure of constructing the link.

For some particular sample path let πα(t) be the optimal sequence of links selected

by System α starting at t. A policy for β is to mimic α, that is, attempt to construct

the exact same links at exactly the same time if the link selected by α does not belong

to G β
c (t). Otherwise, that is if the link selected by α is already in G β

c (t), System β

can idle (at no cost). Due to the coupling, both Systems face the exact same success

and failure events on the common links they attempt to construct. Since System β

idles on the links it has already constructed, its cost will be no more than that of
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System α. Taking expectations and noting that System β used a suboptimal policy

we establish that Jt(S α(t)) ≥ Jt(S β(t)).

An immediate corollary is that Gc(B) should be a tree; otherwise we can simply

construct only links in a spanning tree of Gc(B) which will reduce the overall cost. The

DP formulation is insightful but it does not lead to practical (efficient) algorithms.

Next we develop such algorithms.

3.2 Large Enough Horizon Length

We start with the simpler case where B is large enough, more specific B ≥
∑

k∈A Mk,

so that network interconnectivity is guaranteed to be reached before B for any feasible

policy. Hence, the terminal cost is always 0. The next Proposition establishes another

monotonicity property of Jt(·). Because the horizon is long enough and we pay no

terminal cost with probability one (w.p.1.), we do not need to keep track of time;

we will simplify the notation for the states and the cost-to-go function by writing

S = (Gc,L ) and J(S ), respectively.

Proposition 3.2.1 Suppose we are at some state S α = (G α
c ,L

α) and link k /∈ E α
c .

Assume that there is a positive probability that link k participates in the connected

graph at the end of the horizon, i.e., k ∈ E α
c at time B. Consider some other state

S β = (G β
c ,L

β) such that G α
c = G β

c and L β = L α \ k(mk) ∪ k(mk + 1). Then,

J(S α) > J(S β).

Proof: We will use a coupling argument as in the proof of Lemma 3.1.2. Consider

two systems α and β corresponding to states S α and S β , respectively. By defining

the two systems on a common probability space, we can assume that for each common
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link they encounter the same sequences of random numbers uniformly distributed on

[0, 1], which in turn decide the success or failure of constructing the link. Fix some

some particular sample path Ω and let πα(S α) the optimal sequence of links selected

by System α starting at state S α. System β mimics the System α decisions.

Given Ω, we distinguish two cases. In Case 1, System α does not select link k

until the end of the horizon. Then, System β which mimics System α selects the

exact same links and both systems find selected links at the exact same state. Given

the coupling we introduced, both systems accumulate the same cost until the end of

the horizon.

In Case 2, System α does select link k until the end of the horizon. System β

selects link k at exactly the same times. Every time that both Systems select link k

System β finds k in a state with one more failure. Note that for the corresponding

success probabilities it holds P α[Success|mk] =
pk

1−(1−pk)
Mk−mk

< pk
1−(1−pk)

Mk−mk−1 =

P β[Success|mk+1]. Success is decided by drawing a random number s uniformly from

[0, 1] and declaring success in connecting link k in System α if s ≤ P α[Success|mk].

Given the coupling we introduced, success in System β is determined by the exact

same random number. It follows that for all realizations of s that link k gets connected

in System α it also gets connected in System β. For these realizations where link k gets

connected in both Systems at the same time it follows that both systems accumulate

the same cost until the end of the horizon.
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There are however realizations Ω in which at some attempt, say at time t′, to

connect link k it only gets connected in System β. For these realizations, using the

same argument as in Lemma 3.1.2, the total cost until the end of the horizon in

System β is no more than the cost in System α.

Given the assumption we made in the statement of the proposition, note that

there are realizations with positive probability in which System α will need to select

link k after time t′. For these sample paths System β can idle (at no cost) while

System α attempts to connect link k. Since no penalty will be paid by either System

idling does not affect the total cost. Thus, the overall cost of System β is strictly less

than that of System α.

We have shown that for all sample paths Ω the cost of System β is no more than

that of System α and that there are sample paths Ω with positive probability for which

the cost of System β is strictly less than that of System α. Taking expectations over

all sample paths we establish that J(S α) > J(S β).

3.2.1 An MST-Based Policy

We next evaluate a policy which is much easier to compute than the optimal DP

policy. Specifically, we consider the policy which when this policy selects a certain

link k it continues to try that link until the link becomes connected.

Starting from an empty graph Gc(0), suppose that we select link k. We will

concentrate on the trials required for connecting k. Let us denote J̃(k(mk)) as the

cost-to-go function of the particular policy we described after mk failed trials on k.
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Let J̃(k(Mk)) denote the cost-to-go after link k has been successfully connected. The

probability of constructing link k at the mk-th trial is p
(mk)
k = pk

1−(1−pk)
Mk−mk+1 , where

0 < mk ≤ Mk. We have

J̃(S (0))

= ck + p
(1)
k J̃(k(Mk)) + (1− p

(1)
k )J̃(k(1))

= ck + p
(1)
k J̃(k(Mk)) + (1− p

(1)
k )[ck + p

(2)
k J̃(k(Mk)) + (1− p

(2)
k )J̃(k(2))]

= ck + ck(1− p
(1)
k ) + (p

(1)
k + (1− p

(1)
k )p

(2)
k )J̃(k(Mk)) + (1− p

(1)
k )(1− p

(2)
k )J̃(k(2))

= · · ·

= ck(P [Yk ≥ 1] + P [Yk ≥ 2] + · · ·+ P [Yk ≥ Mk])

+ (P [Yk = 1] + · · ·+ P [Yk = Mk])J̃(k(Mk))

= ckE[Yk] + J̃(k(Mk)).

We can now proceed in the same manner and attempt to connect a second link.

We repeat this process until a spanning tree of A is formed (so that Gc(t) becomes

strongly connected for some t). It follows that if T denotes a spanning tree of A

then

J̃(S (0)) = minT

∑

k∈T

ckE[Yk]. (3.8)

The analyzed policy leads to the following algorithm. We note that the MST

problem can be solved in a distributed manner by using an algorithm in [Gallager

et al., 1983].
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Algorithm 3.1 (A Minimum Weight Spanning Tree Construction Algorithm)

For every link k present in A , assign ckE[Yk] as its weight and compute the Minimum

weight Spanning Tree (MST).

We will now establish that this MST-based algorithm is optimal.

Proposition 3.1 Algorithm 3.1 is optimal.

Proof: Consider the optimal policy, say π, obtained by solving the DP problem

in (3.6). The optimal policy constructs a connected graph Gc(B) at the end of the

horizon and, given the assumption in effect in this section, pays no terminal cost.

Pick a spanning tree Tc of Gc(B) (e.g., uniformly over all spanning trees of Gc(B))

and let l1, . . . , lN−1 denote the links it contains. For any sample path Ω the cost

accumulated by π may contain unsuccessful trials at various links, hence, this cost is

no less than the cost paid to construct Tc. The latter cost is
∑N−1

i=1 cliyli where yli is

the number of trials contained in Ω in order to construct link li. Taking expectations

over all Ω that result in the same Tc we obtain a cost of
∑N−1

i=1 cliE[Yli]. Clearly, this

cost is no less than J̃(S (0)).

Finally, consider an arbitrary sample path of π and let pT the probability that

this sample path leads to a spanning tree T of A . This probability corresponds

to both the sample path and the manner in which a spanning tree is selected from

Gc(B). Taking expectation over all sample paths we obtain an optimal expected cost

equal to
∑

T pT

∑

li∈T cliE[Yli] which is also no less than J̃(S (0)). This establishes

the optimality of the MST-based algorithm.
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As in the static case, we investigate the energy cost associated with the MST com-

putation. By employing the distributed algorithm of [Gallager et al., 1983] and follow-

ing the same analysis as in the static case, a total of successful O
(

|A |+ |N | log |N |
)

messages have to be exchanged. Considering the worst case where maximal number

of trails is required for each message, the total number of such trials is Θ
(

(|A | +

|N | log |N |) ·Mmax

)

, where Mmax = maxk∈A Mk. Therefore, the total energy cost is

Θ
(

(|A |+|N | log |N |)·Mmax·cmax

)

= Θ(|A |+|N | log |N |), where cmax = maxk∈A ck

is the maximal energy cost for one trial at any link in the network. Note that the

energy cost considered here takes into account the cost of building the topology and

applying the load balancing algorithm for every block of B time units. Once the MST

is found, the expected energy cost of building the topology and applying one iteration

of the load balancing algorithm 1.2 is J̃(S (0)).

If we interpret the cost ck as the energy cost for a trial on link k, then the MST-

based algorithm minimizes the expected energy cost to reach connectivity. We next

consider a number of alternative options on the selection of these costs.

1. Minimum expected interconnectivity time. In this case we set ck = 1 for all links

k ∈ A . Essentially we seek to minimize the expected time until we construct a

connected graph (a spanning tree of A ).

2. Mixed cases. As a way to take into account both the energy cost and time

we introduce a fixed “set-up” cost c0 for each trial on any link. Specifically,

we set ck := c0 + ck thus penalizing many trials (hence a long time to reach
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connectivity) even if these trials do not cost a lot in terms of energy.

3.2.2 Numerical Experiments

We generate networks by uniformly scatteringN nodes on a 10×10 square. We assume

that the minimum power needed by a node to reach another node is d2, where d is

their distance. We employ the sigmoid function to relate pk, the success probability

for trial on link k, with dk, the distance between the two nodes incident to k, i.e.,

pk = 2/(ed
2
k
/50+1). We assume that the maximum power of each node is large enough

to cover the whole region. The maximum number of trials Mk for each link k is an

integer uniformly drawn from [1, 5].

Table 3.1: MST-Based Algorithm vs. DP Algorithm.

MST-Based Algorithm DP Algorithm

N Running Time (secs) Result Running Time (secs) Result

3 <1 47.99 <1 47.99

4 <1 55.93 10.01 55.93

5 <1 127.84 2.45×103 127.84

6 <1 149.42 6.21×104 NA

We compare our MST-based algorithm for each cost selection we discussed with

the corresponding DP algorithm. All algorithms are run on a computer with Ubuntu-

8.04-OS, 2GB of memory, and Intel-XEON-2.00GHz CPU. As expected, our algo-

rithms output the same results as the DP algorithm. However, in terms of running
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time, our algorithms are much more efficient than DP, which becomes incredibly slow

when n ≥ 5 and runs out of memory almost every time. In contrast, our algorithms

usually take less than 1 second for most instances. Table 3.1 shows typical numerical

experiments, where NA means that the DP algorithm runs out of memory.

3.3 Limited Horizon Length

We now turn our attention to the more challenging case where a terminal penalty is

incurred when interconnectivity can not be reached within a small block of length B,

i.e., |N | − 1 ≤ B <
∑

k∈A Mk such that some policy may fail within B time units.

Since solving the DP problem is not practical even for reasonably-sized instances

we seek suboptimal solutions. To that end, we will leverage the so-called rollout

algorithms introduced in [Bertsekas et al., 1997].

3.3.1 An Algorithm Based on Rollout

Rollout algorithms offer approximate solutions to discrete optimization problems us-

ing procedures that are capable of magnifying the effectiveness of any given heuristic

algorithm through sequential application. In particular, in [Bertsekas et al., 1997],

the problem is embedded within a DP framework, and several types of rollout algo-

rithms are introduced, which are related to notions of policy iteration. It has been

proved that under certain conditions the rollout algorithm is guaranteed to improve

the performance of the original heuristic algorithm.

The key idea of rollout algorithms is to employ one or more suboptimal policies
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and use their value function in a policy improvement step. The policy obtained

through this step is then applied. To make matters concrete, consider the decisions

induced by the DP iteration in (3.6), namely, at time t we select link

l = arg min
k∈{A ,∅}, k /∈Ec(t)

E
[

ck +Ht+1(S (t+ 1))
]

, (3.9)

with the only difference being that instead of using the optimal policy to evaluate the

cost-to-go at the next state we use a heuristic/suboptimal policy H whose cost-to-go

is denoted by Ht+1(S (t + 1)).

As policy H we can employ one of the MST-based heuristics we developed in

Sec. 3.2: Algorithm 3.1 which minimizes expected cost and its special case with

ck = 1 for all k which minimizes the time to reach interconnectivity. More specifically,

starting from state S (t+ 1) = (Gc(t + 1),L (t + 1)) we apply each one of the MST-

based heuristics to compute the expected cost of adding links to Gc(t+1) in order to

form a connected subgraph of A . To that end, we can simply (i) concatenate each

connected component of Gc(t+1) into one aggregate node g, (ii) form the graph Gt+1

whose node set includes g and all remaining nodes in N that were not included in

g and whose edge set includes all links in A that are not included in Ec(t + 1), and

then (iii) form an MST of Gt+1. Note that if Gc(t + 1) contains no cycles then the

resulting graph will be a spanning tree of A . Let J̃cost(S (t+1)) be the total cost for

constructing the MST we just described starting from state S (t + 1) when we use

Algorithm 3.1 (cf. (3.8)). Let also J̃time(S (t+1)) be the corresponding cost when we
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use Algorithm 3.1 with ck’s set to one. These costs account for the cost to connect

the necessary links but do not account for any potential penalty cost that has to be

paid if no connectivity is achieved before the end of horizon. We next describe how

such expected penalty costs can be computed.

Suppose that at state S (t + 1) the computed MST selects links 1, . . . , K, where

each one of these links has already been tried m1, . . . , mK times, respectively. The

time Yk needed to connect link k = 1, . . . , K has a truncated geometric distribution

with parameters (pk,Mk −mk). Its z-transform is given by

E[zYk ] =
pk

[1− pk − (1− pk)Mk−mk+1]

Mk−mk
∑

y=1

(1− pk)
yzy. (3.10)

The z-transform of the total time needed to construct the selected MST is

K
∏

k=1

E[zYk ] =

K
∏

k=1

pk
[1− pk − (1− pk)Mk−mk+1]

·
K
∏

k=1

Mk−mk
∑

y=1

(1− pk)
yzy. (3.11)

The coefficient of zy, for y = K, . . . ,
∑K

k=1(Mk −mk) in (3.11) is equal to the proba-

bility that it will take y steps to construct the MST. Given that we are at time t+1,

we can compute the probability, say pFt+1, that a penalty cost will be paid by summing

up all coefficients of zy for all y > B − (t + 1). Thus, the expected penalty cost is

equal to WpFt+1.

Now, at any time t+ 1 and state S (t+ 1) with a connected Gc(t+ 1), policy H

does not need to select any links, hence Ht+1(S (t + 1)) = 0. Finally, at time B, the

policy H has no time to act and for any state S (B) the cost-to-go is W if Gc(B) is
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not connected and 0 otherwise.

Collecting all of the above and letting Hcost
t+1 (·) denote the cost-to-go of the MST-

based policy which uses Algorithm 3.1, we have

Hcost
t+1 (S (t+ 1))

=







































0, if Gc(t + 1) is connected,

W, if t+ 1 = B and Gc(B) is not connected,

J̃cost(S (t + 1)) +WpFt+1, otherwise.

(3.12)

Similarly, we can obtain the cost-to-go Htime
t+1 (·) of the MST-base policy that uses

Algorithm 3.1 with ck’s set to one. The following algorithm uses both MST-based

policies we discussed to obtain an improved policy.

Algorithm 3.2 (A Heuristic Rollout Algorithm)

1. Given the current state S (t) and for each link k ∈ A such that k 6∈ Ec(t) consider

performing one more trial on k. Compute the two possible next states S (t+1) as

in (3.5) corresponding to a success or failure on link k. For each possible next state

S (t + 1):

(a) Apply Algorithm 3.1 and compute Hcost

t+1 (S (t+ 1)).

(b) Apply Algorithm 3.1 with the ck’s set to one and compute H time

t+1 (S (t+ 1)).

2. Select link l such that

l = arg min
k∈{A ,∅},k /∈Ec(t)

ck + E
[

min{Hcost

t+1 (S (t+ 1)), H time

t+1 (S (t+ 1))}
]

, (3.13)

where the expectation is taken with respect to the two possible outcomes for the

next state.
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As it has been pointed out in [Bertsekas et al., 1997] Rollout algorithms may

not necessarily terminate and can cycle. While the principle of optimality precludes

cycling when one applies an optimal policy sequentially, with a suboptimal policy it

is possible that a sequence of actions can lead to the exact same state and form a

cycle. This is not possible in our setting because we are dealing with a finite number

of states and no state gets repeated. To see this note that every action (selection of

a link) increases the number of times that link has been tried (which is reflected in

L (t)). We summarize this argument in the following proposition.

Proposition 3.2 The rollout algorithm introduced in Algorithm 3.2 is terminating.

We note that Algorithm 3.2 is not a distributed algorithm since the approximated

cost-to-go function and link selection are based on global network information. For

each block of B time units, the total energy cost is associated with connecting the

sequence of selected links, which in turn is determined by the network status, the

value of B and the terminal penalty cost W .

3.3.2 Numerical Experiments

We generate networks by uniformly scattering N nodes on a a × a square, where

a = 20. We assume that the minimum power needed by a node to reach another node

is d2, where d is their distance. The maximum power available at each node is λa2.

We employ the sigmoid function to relate pk, the success probability of trial on link

k, with dk, the distance of nodes incident to k, i.e., pk = 2/(ed
2
k
/10 + 1). To simplify
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the calculations we perform, we set pi = 0.1 if pi < 0.1. The maximum number of

trials Mk for link k is an integer drawn uniformly from the interval [1, 10]. We set

the penalty cost as W = 1000×maxi,j∈{1,2,...,n} d
2
(ij).

Table 3.2: The Effectiveness of the Rollout Algorithm.

B N 10 12 14 16

SC 20 20 20 20
25 AS 12.3 13.4 14.2 15.0

AE 743.1 957.1 707.6 944.5

SC 20 20 20 20
30 AS 13.7 14.9 15.4 15.3

AE 531.3 755.6 444.6 805.2

SC 20 20 20 20
35 AS 14.1 15.4 17.1 16.0

AE 528.7 636.9 409.7 383.5

First, we test the effectiveness of rollout algorithms and examine how the residual

horizon length affects the preference between fast interconnectivity (choosing Htime
t+1 (·)

in (3.13)) and energy efficiency (choosing Hcost
t+1 (·) in (3.13)). We set λ = 2, so that

each node has enough power to cover the whole area (a dense network). For various B,

we run 20 instances of the algorithm and compute the average number of steps needed

and average energy cost required to achieve interconnectivity within the time block of

length B. The results are shown in Tab. 3.2, where SC stands for “success counts,”

denoting the number of instances reaching interconnectivity. AS stands for “average
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Table 3.3: The Sub-Optimality of the Rollout Algorithm.

DP Algorithm Rollout Algorithm

B J (0) Running Time (secs) Rollout Running Time (secs) SC

3 Node Case

5 166.69 0.23 1628.1 0.18 49

10 46.68 0.44 48.40 0.19 50

15 46.68 0.65 47.27 0.20 50

4 Node Case

5 126.57 13.19 150.66 0.61 50

10 85.97 25.83 92.20 0.73 50

15 85.97 38.42 86.54 0.69 50

4 Node Case

5 2792.5 341.49 6390.7 0.79 46

10 87.54 668.95 89.23 0.76 50

15 84.10 994.15 86.03 0.77 50

steps,” denoting the average number of steps needed to reach interconnectivity. AE

stands for “average energy cost,” denoting the average total energy consumed.

Next we compare the performance of the rollout algorithm with DP in small

enough instances so the latter is tractable. The results are in Table 3.3. For DP we

report the optimal cost-to-go starting at t = 0 and the corresponding running time.

For the rollout algorithm we report its performance (average over 50 runs), running
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Table 3.4: The Efficiency of the Rollout Algorithm in Sparse Net-
works.

n Link Density Decision Time (sec)

10 68/90 0.32

20 242/380 2.97

30 474/870 11.66

40 928/1560 50.01

50 1296/2450 104.21

60 2276/3540 447.75

time, and “success counts,” denoting the number of instances reaching interconnec-

tivity. Clearly, the rollout is much faster and for most instances its performance is

close enough to DP. There are, however, two cases with small B (B = 5) when rollout

instances will pay a penalty while the optimal policy manages to avoid it; in such

cases, the rollout performance is much worse than DP.

Next, we assess the scalability of the algorithm. In this scenario, we set λ = 0.3,

which is possibly closer to practical sparse sensor network deployments. We gradually

increase the number of nodes and record the time needed to make a decision using

our rollout algorithms (cf. Eq. (3.13)). The results are in Table 3.4. The first column

lists the total number of nodes. In the second column, the first number is the number

of total potential links while the second number is the number of links in a complete

graph with the same number of nodes. The third column corresponds to the running

time for each iteration of the rollout algorithm. Notice that although ρ is small in our
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setting, the network contains many links, even compared to the complete network.

We conclude that our rollout algorithm works fairly well in all instances. In

almost all randomly generated instances, it produces a suboptimal policy that can

reach network interconnectivity within the limited horizon length. We observed that

as the limited horizon length B increases, the algorithm tends to prefer the minimum

cost MST-based policy (i.e., Hcost
t+1 (·) wins in the minimization appearing in (3.13)),

which is not surprising given that the risk of paying a penalty is reduced. Moreover,

as Table 3.4 indicates, our rollout algorithm is scalable and can efficiently output

suboptimal solutions within a reasonable running time even for large-scale instances.
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Chapter 4

A Market-Based Mechanism for Providing

Demand-Side Regulation Service Reserves

In this chapter, we address demand control in smart buildings that are (i) equipped

with a sub-metering and actuation capable smart microgrid accessible by occupants

as well as by a Smart Microgrid Operator (SMO), and (ii) connected to a cyber

infrastructure enhanced smart grid that can support close-to-real-time power market

transactions including participants connected at the distribution level.

We develop a market-based mechanism that enables a building SMO to offer

regulation service reserves and meet the associated obligation of fast response to

commands issued by the wholesale market Independent System Operator (ISO) who

provides energy and purchases reserves.

As discussed in the Introduction, the main motivation for demand control is the

substantial variability that renewable generation brings to electricity production.

Controlling demand allows the ISO to better match supply with demand and ac-

commodate a larger percentage of renewables in the production mix. The proposed

market-based mechanism allows the SMO to modulate the Markovian behavior of

occupants/loads through dynamic price signals. Loads are grouped in several classes.
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Class-specific loads arrive stochastically at rates that depend on SMO dynamically

controlled price signals. Each arriving load exhibits a fixed, class-specific energy con-

sumption level and is active for a stochastic time period after which it departs. A

regulation service reserves quantity is transacted between the SMO and the ISO for

a relatively long period of time (e.g., one hour) that we call the long time scale (cf.

Chapter 1). During this time period, the ISO follows shorter time scale (cf. Chapter

1) stochastic dynamics to repeatedly request the SMO to decrease or increase its con-

sumption by a random fraction of the transacted regulation service reserve quantity.

These ISO requests are also modeled as a stochastic process which responds to SMO

price signals that assure the requests do not exceed the transacted regulation service

reserve quantity. We model the operational task of selecting an optimal short time

scale dynamic price policy as a stochastic dynamic program that maximizes average

SMO and ISO utility over the long time scale horizon. We then formulate an asso-

ciated Non-Linear Programming (NLP) static pricing policy problem that provides

an upper bound of the optimal dynamic policy performance and we show that the

bound is asymptotically tight as the number of SMO occupants grows large. This

asymptotic result provides an efficient approximation of the dynamic pricing policy.

Equally importantly, it also allows us to optimize the long time scale decision of de-

termining the optimal regulation service reserve quantity. We finally demonstrate,

verify and validate the proposed approach to demand-side-provided regulation service

through a series of Monte Carlo simulations of controlled system time trajectories.
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The rest of this chapter is organized as follows. In Section 4.1, we detail our inter-

nal market based model and formulate a related welfare maximization problem. In

Section 4.2 we cast the problem into a DP framework to obtain the optimal dynamic

policy. We then proceed to develop performance bounds and approximations. In

Section 4.3 we develop a static policy to derive the optimal static welfare as a lower

bound, and in Section 4.4 we derive an easily computable upper bound on the opti-

mal performance. Based on this bound, we establish in Section 4.5 the asymptotic

optimality of the static policy as the load class specific consumption level becomes

smaller with a commensurate increase in the number of active loads, and extend the

asymptotic optimal results to account for constraints modeling energy neutrality over

the long time scale and the upper limit in the RS delivery requested by the ISO. We

present numerical results in Section 4.6.

Note that part of work reported in this chapter is presented in [Paschalidis et al.,

2011].

4.1 Problem Formulation

This section models the short time scale interaction of the SMO with microgrid oc-

cupants/loads and the ISO in conjunction with RS reserves.

The SMO can sell Rh KW of regulation service for the duration of the long time

scale (e.g., one hour), provided that its microgrid’s average consumption, R, exceeds

Rh and its consumption capacity is at least R + Rh. We envision microgrid load
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classes that can be potentially active during the relevant long time period to include,

among others, lights, space-conditioning units or HVAC zones, computers, electrical

appliances and the like. We denote the event of a load unit becoming active as an

internal arrival (i.e., internal to the building) and associate a class specific electricity

demand increment with each arrival. We similarly denote the event of a load unit

becoming inactive as an internal departure. An actively consuming load unit derives a

positive utility. With the sale of Rh KW of RS the SMO agrees to be on standby and

respond to short time scale (e.g., seconds to minutes) ISO requests for an increment

or decrement of the building’s consumption. We denote the event of an ISO request

as an external arrival (i.e., external to the building). The termination of an ISO

request is modeled as an external departure. Note that the cumulative ISO increment

or decrement requests can not exceed Rh or −Rh respectively. As mentioned, the

SMO’s response does not have to be instantaneous. It must adhere, however, to a

response rate of roughly Rh/5 KW per minute. ISO requests that are met by the

SMO result in positive utility. In addition, in its periodic 5 minute system re-dispatch,

the ISO typically attempts to reset its cumulative increment or decrement requests

to zero in order to enable RS providers to respond to new increment or decrement

requests during future inter-dispatch 5 minute periods. This renders the long time

scale average deviation of building consumption from its R level equal to zero, and,

hence, the sale of RS reserves has an energy neutral impact on long time scale building

consumption.
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The primary objective is to maximize the sum of SMO and ISO welfare associ-

ated with internal and external arrivals. Hard and soft constraints are added to model

adherence to the contractual requirements and long time scale energy neutrality de-

scribed above. To achieve these goals, the SMO controls the active internal loads and

external requests by communicating external and internal-class-specific prices that

may be interpreted as dynamic demand control and RS activation feedback signals.

We assume M classes of internal loads i = 1, . . . ,M , that arrive according to a

Poisson process and require ri KW for an exponentially distributed period with rate

µi. Let µ = (µ1, · · · , µM). Each internal arrival of class i pays a SMO determined

price ui; we define u = (u1, · · · , uM). We assume that the arrival rate of class i loads

is a known demand function λi(ui) which depends on ui and satisfies Assumption 4.1.

We denote the number of active class i internal loads at time t by ni(t), i = 1, · · · ,M ,

and define N(t) =
(

n1(t), · · · , nM(t)
)T

.

Assumption 4.1

For every i, there exists a price ui,max beyond which the demand λi(ui) becomes zero.

Furthermore, the function λi(ui) is continuous and strictly decreasing in the range

ui ∈ [0, ui,max].

ISO requests for the dynamic activation of RS reserves are modeled as a special

external class. External RS activation requests occur at a rate a(y) where y is a

SMO set price and a(y) satisfies Assumption 4.2. While they are active, external

arrivals require re KW each. They become inactive upon their departure which follows

an exponentially distributed process with rate d. Denoting the number of active
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external class loads at time t by m(t), we can express the request for incremented

or decremented building energy consumption R as R +Rh −m(t)re. We impose the

following two constraints:

N(t)
′

r+m(t)re =
M
∑

i=1

ni(t)ri +m(t)re ≤ R +Rh, (4.1)

m(t)re ≤ 2Rh. (4.2)

Assumption 4.2

There exists a price ymax beyond which the demand a(y) becomes zero. Furthermore,

the function a(y) is continuous and strictly decreasing in the range y ∈ [0, ymax].

Inequality (4.1) ensures that at any time t the total capacity usage of all active

loads does not exceed the maximal building consumption capacity. Inequality (4.2)

ensures that the ISO can not request that the average building consumption R be

incremented beyond R + Rh or decremented below R − Rh. This is true because

the modified energy load for dynamic provision of RS equals R + Rh − m(t)re and

m(t)re can not exceed 2Rh. In other words, depending on the number of external

ISO requests present in the system, the SMO is being asked to consume anywhere

between R−Rh and R +Rh.

We note that due to constraints (4.1) and (4.2), it could happen that, at some

state (N, m), an internal class i arrival or an external RS activation request cannot

be accepted. Without loss of generality, we correspondingly set price ui = ui,max (i.e.,

λi = 0) or y = ymax (i.e., a = 0), whenever such a rejection happens. Therefore, the

feasible action space is dependent on state (N, m).
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Figure 4·1: The system model.

To render the proposed constrained welfare maximization problem more mean-

ingful we describe first the detailed model of arrivals and the underlying demand

function. A simple figurative demonstration of the system is presented in Fig. 4·1.

Arrival of an internal load of class i generates utility Ui, where Ui is a nonnegative

random variable taking values in the range [0, ui,max], and which is described by a

continuous probability density function fi(ui). Arrivals of internal class i loads are

a fraction of potential class i arrivals generated according to a Poisson process with

constant rate λi,max. A potential arrival becomes a real arrival if and only if the ran-

dom utility realization, Ui, exceeds the SMO set price ui. This implies that internal

class i arrivals occur according to a randomly modulated Poisson process with rate

λi(ui(t)) = λi,maxP[Ui ≥ ui(t)]. Furthermore, the expected utility conditioned on the

fact that a potential arrival has been accepted under a current price of ui, is equal

to E[Ui|Ui ≥ ui]. We therefore conclude that the expected long-term average rate at

which utility is generated by the arrival of internal loads is given by:

lim
T→∞

1

T

M
∑

i=1

E

[

T
∫

0

λi(ui(t))E[Ui|Ui ≥ ui(t)]dt

]

.
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Following a similar approach, the welfare generated from external RS class arrivals

can be expressed as:

lim
T→∞

1

T
E

[

T
∫

0

a(y(t))E[Y |Y ≥ y(t)]dt

]

,

where Y stands for the welfare from the admission of a potential external RS arrival,

and a(y(t)) = amaxP[Y ≥ y(t)] and amax is the maximal arrival rate of the external

RS class. An interesting interpretation of the long-term average utility generated by

external RS class arrivals is that it represents the reservation reward level that the

ISO might be willing to pay the SMO for stand-by RS reserves.

Finally, recalling that building response to active ISO RS requests implies that

the modified building load must equal R+Rh−m(t)re, to avoid compliance by energy

dumping we impose the following penalty:

lim
T→∞

1

T
E

[ T
∫

0

P

(

(

R +Rh

)

−
(

M
∑

i=1

ni(t)ri +m(t)re

)

)

dt

]

,

where P (·) denotes the penalty function. We make specific assumptions on P (x)

later.

The optimal pricing policy can now be described as the argmax of:

lim
T→∞

1

T
E

[ M
∑

i=1

T
∫

0

λi(ui(t))E[Ui|Ui ≥ ui(t)]dt+

T
∫

0

a(y(t))E[Y |Y ≥ y(t)]dt

−

T
∫

0

P

(

(

R +Rh

)

−
(

M
∑

i=1

ni(t)ri +m(t)re

)

)

dt

]

. (4.3)
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Due to Assumptions 4.1 and 4.2, functions λi(ui) and a(y) have an inverse which

we denote by ui(λi) and y(a), respectively. The inverse functions are defined on

[0, λi,max] and [0, a0], respectively, and are continuous and strictly decreasing. This

allows us to use the arrival rates λi and a as the SMO’s decision variables and write

the instantaneous reward rates as λiE[Ui|Ui ≥ ui(λi)] and aE[Y |Y ≥ y(a)].

4.2 Dynamic Programming Formulation

The problem introduced in Section 4.1 is in fact a finite-state, continuous-time, aver-

age reward DP problem. Note that the set {U ,Y } = {(u, y)|0 ≤ ui ≤ ui,max, ∀i; y ≤

ymax} of possible price vectors is compact and that all states communicate assuring

that there exists a policy that is associated with finite first passage time from any

arbitrarily selected sate (N, m), to another state (N′, m′). The assumption of contin-

uous demand functions implies transition and reward rates that are continuous in the

decision variables. Moreover, the reward rate and the expected holding time at each

state (N, m) are bounded functions of (u, y), and, so is the total transition rate out

of any state. Therefore, standard DP theory results assert that an optimal stationary

policy exists.

Since the process (N(t), m(t)) is a continuous-time Markov chain and the total

transition rate out of any state is bounded by ν =
∑M

i=1(λi,max + µi⌈(R+Rh)/ri⌉) +

(amax+d⌈(R+2Rh)/re⌉), we can uniformize this Markov chain and derive the following

Bellman equation [Bertsekas, 2005; Bertsekas, 2007]:
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J∗ + h(N, m) = max
(u,y)∈{U ,Y }

[

∑

i∈C(N,m)

λi(ui)E[Ui|Ui ≥ ui]

+ 1D(N,m)a(y)E[Y |Y ≥ y]− P
(

(

R +Rh

)

−
(

N
′

r+mre
)

)

+
∑

i∈C(N,M)

λi(ui)

ν
h(N+ ei, m) +

M
∑

i=1

niµi

ν
h(N− ei, m)

+ 1D(N,m)
a(y)

ν
h(N, m+ 1) +

md

ν
h(N, m− 1)

+
(

1−
∑

i∈C(N,M)

λi(ui)

ν
−

M
∑

i=1

niµi

ν
− 1D(N,m)

a(y)

ν
−

md

ν

)

h(N, m)

]

.

(4.4)

Here, C(N, m) = {i|(N
′

r + ri) +mre ≤ R + Rh} is the set of internal class arrivals

that can be admitted in state (N, m), and D(N, m) = {N
′

r + (m + 1)re ≤ R +

Rh and (m + 1)re ≤ 2Rh} describe the conditions under which external RS class

arrivals can be admitted to the system. The above Bellman equation has a unique

solution J∗ and h(·) for an arbitrarily selected special state, say 0 at which we specify

the value of the differential cost function, for example h(0) = 0 [Bertsekas, 2005;

Bertsekas, 2007]. The scalar J∗ stands for the optimal expected social welfare per

unit and h(N, m) denotes the relative reward in state (N, m). Solution of Bellman’s

equation yields an optimal policy that maps any state (N, m) to the optimal price

vector (u, y) that maximizes the right-hand side of Equation (4.4). Unfortunately,

the curse of dimensionality stipulates that Bellman’s equation is only solvable for a

small state space. We therefore seek a near optimal solution that is applicable to
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SMO’s managing relatively large buildings or neighborhoods with a large population

of internal loads.

4.3 Static Pricing Policy

We consider a static pricing policy, namely a fixed price vector (u, y) independent of

the system state, for two reasons: (1) the computation effort of solving for optimal

dynamic prices increases exponentially in the number of classes and active loads, and

(2) good static prices can be constructed tractably and under reasonable conditions

lead to reasonable behaved provision of RS. Indeed, under a static pricing policy

(u, y), the system evolves as a continuous-time Markov chain and the corresponding

average welfare is given by:

J
(

(u, y)
)

=
M
∑

i=1

λi(ui)E[Ui|Ui ≥ ui]
(

1− Pi
loss[(u, y)]

)

+ a(y)E[Y |Y ≥ y]
(

1−Qloss[(u, y)]
)

− E

[

P
(

(R +Rh)−
(

∑

i

niri +mre
)

)

]

, (4.5)

where Pi
loss[(u, y)] denotes the steady-state probability P[N′r + ri + mre > R + Rh]

that an internal class i arrival is rejected, and Qi
loss[(u, y)] denotes the steady-state

probability P[N′r + (m + 1)re > R + Rh or (m + 1)re > 2Rh] that an external RS

class arrival is rejected. Moreover, the expected penalty cost is also given by the

steady-state probability associated with the same static policy (u, y).
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The optimal static welfare is defined by

Js = max
(u,y)∈{U ,Y }

J
(

(u, y)
)

, (4.6)

and the following proposition holds.

Proposition 4.1 Js ≤ J∗.

Proof: Any static pricing policy (u, y) is a feasible policy, therefore its average

welfare provides a lower bound to the optimal expected welfare.

4.4 Optimal Performance Upper Bound

In this section we develop an upper bound on J∗ and use it to quantify the static

policy’s suboptimality.

Using the inverse demand functions ui(λi), and internal class i arrival rate λi,

the instantaneous reward rate is Fi(λi) = λiE[Ui|Ui ≥ ui(λi)]. Similarly, G(y) =

aE[Y |Y ≥ y(a)]. Assume that the functions Fi and G are concave. Let Jub be the

optimal value of the following NLP problem:
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max
∑

i

Fi(λi) +G(a)− P
(

(R +Rh)−
(

∑

i

niri +mre
)

)

s.t. λi = µini, ∀i,

a = dm,

∑

i

niri +mre ≤ R +Rh,

mre ≤ 2Rh. (4.7)

Remark: The non-negativity constraints ni ≥ 0 and m ≥ 0 are ignored here.

Notice that the departure rates µi and d are positive, and the arrival rates λi and

a are also non negative by definition. Thus ni and m are also non-negative under

well-defined demand functions.

Proposition 4.2 If the functions Fi(λi) and G(a) are concave and P (·) is convex,

then J∗ ≤ Jub.

Proof: Consider an optimal dynamic pricing policy. Without loss of generality,

we can assume that the price ui becomes large enough and the arrival rate λi(ui)

is equal to zero, whenever the state is such that an internal class i arrival cannot

be accepted. Similarly for the external RS class, a equals zero for sufficiently large

y. Here, we view λi, ni, and a, m as random variables, and use E[·], to indicate

expectation with respect to the steady-state distribution under this particular policy.

At any time we have
∑

i niri+mre ≤ R+Rh, which implies that
∑

i E[ni]ri+E[m]re ≤
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R + Rh. Similarly, we have E[m]re ≤ 2Rh. Furthermore, Little’s law [Little, 1961]

implies that E[λi] = µiE[ni], and E[a] = dE[m]. This shows that the E[ni], E[λi],

i = 1, · · · ,M , and E[m], E[a], form a feasible solution to problem (4.7). Using the

concavity of Fi and G, the convexity of P and Jensen’s inequality

Jub ≥
∑

i

Fi(E[λi]) +G(E[a])− P
(

(R +Rh)−
(

∑

i

E[ni]ri + E[m]re
)

)

=
∑

i

Fi(E[λi]) +G(E[a])− P

(

E

[

(R +Rh)−
(

∑

i

niri +mre
)

]

)

≥ E

[

∑

i

Fi(λi)

]

+ E

[

G(a)

]

− E

[

P
(

(R +Rh)−
(

∑

i

niri +mre
)

)

]

= J∗. (4.8)

where the last equality is due to the optimality of the policy under consideration.

The optimal solution of NLP (4.7) provides an upper bound for the optimal social

weafare. Moreover, if the objective function of (4.7) is concave, the NLP is very easy

to solve.

4.5 Asymptotic Behavior

In this section, we consider a number of asymptotic results and discuss how to derive

the optimal policy while satisfying additional system behaviour requirements.

4.5.1 Many Small Loads

If R and Rh are large relative to the required power of a typical arrival, we expect that

the law of large numbers [Ross, 1996] will dominate, attenuate statistical fluctuations,
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and allow us to carry out an essential deterministic analysis. To capture a situation

of this nature, we start with a base system characterized by finite capacity R and Rh

and finite demand functions λi(ui). We then scale the system through a proportional

increase of capacity and demand.

More specificly, let c ≥ 1 be a scaling factor. The scaled system has resources

Rc + Rc
h, with Rc + Rc

h = cR + cRh, and demand functions λc
i(ui), a

c
j(yj) given by

λc
i(ui) = cλi(ui) and ac(y) = ca(y). Note that the other parameters ri, µi, and re, d

are held fixed. We will use a superscript c to denote various quantities of interest for

the scaled system.

In this case, consider the NLP problem (4.7). The upper bound Jc
ub is obtained

by maximizing

∑

i

cλi(ui)E[Ui|Ui ≥ ui]+ca(y)E[Y |Y ≥ y]−P
(

(

cR+cRh

)

−
(

∑

i

cλi(ui)

µi
ri+

ca

d
re
)

)

,

subject to the constraint

∑

i

cλi(ui)

µi

ri +
ca(y)

d
re ≤ cR + cRh,

ca(y)

d
re ≤ 2cRh.

It can seen that, if the penalty function P (·) is linear, then the optimal solution

for (4.7), denoted by u∗
ub = (u∗

ub,1, · · · , u
∗
ub,M) and y∗ub, is independent of c, and Jc

ub =

cJ1
ub.

We impose the following assumption on the penalty function.
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Assumption 4.3

P (x) = Kx, (4.9)

for some K > 0.

We summarize the above result as follows:

Proposition 4.3 Under Assumption 4.3, the optimal objective value of (4.7) in the

scaled system increases linearly with c, i.e., Jc
ub = cJ1

ub.

We are interested in determining the gap between the two bounds derived in

Section 4.3 and Section 4.4. We show that in the regime of many small users, the

following result holds:

Theorem 4.4 Assume that functions Fi(λi) and G(a) are concave, and Assump-

tion 4.3 holds. Then,

lim
c→∞

1

c
Jc
s = lim

c→∞

1

c
J∗,c = lim

c→∞

1

c
Jc
ub. (4.10)

Proof: It holds from Prop. 4.3 that Jc
ub = cJ1

ub.

Fix some ǫ > 0 and let us consider new static prices uǫ
i given by uǫ

i = u∗
ub,i+ ǫ. Let

Jc(uǫ) be the resulting average welfare. For every i such that λi(u
∗
ub,i) > 0, we have

λi(u
ǫ
i) < λi(u

∗
ub,i). Similarly, we set yǫ = y∗ub + ǫ, and we have a(yǫ) < a(y∗ub). Let

nc
i (respectively, n

c
i,∞) be the random variable which is equal to the number of active

loads of class i, in steady-state, in the scaled system, under prices uǫ
i , with capacity
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cR (respectively, with infinite capacity). Similarly define mc and mc
∞. We obtain

P

[

∑

i

rin
c
i,∞ + rem

c
∞ > cR + cRh − rmax

]

≤ P

[

∑

i

rin
c
i,∞ + rem

c
∞ >

∑

i

cλi(u
∗
ub,i)ri

µi
+

ca(y∗ub)

d
− rmax

]

= P

[

∑

i

ri
nc
i,∞

c
+ re

mc
∞

c
>
∑

i

λi(u
∗
ub,i)ri

µi
+

a(y∗ub)

d
−

rmax

c

]

, (4.11)

where rmax = max(maxi ri, re).

Note that nc
i,∞ is equal to the number of customers in an M/M/∞ queue with

arrival rate cλi(u
ǫ
i) and service rate µi. As c → ∞, the random variable nc

i,∞/c

converges in probability to λi(u
ǫ
i)/µi, which is less than λi(u

∗
ub,i)/µi. Similarly, as

c → ∞, the random variable mc
∞/c converges in probability to a(yǫ)/d. Therefore,

the RHS probability of (4.11) converges to zero.

Next we check the RS capacity constraint (4.2). Similarly,

P

[

rem
c
∞ > 2cRh − re

]

≤ P

[

rem
c
∞ >

ca(y∗ub)

d
re − re

]

= P

[

mc
∞

c
>

a(y∗ub)

d
−

1

c

]

, (4.12)

As c → ∞, by following the same argument as above, the RHS of (4.12) goes to

zero.

Now compare nc
i and mc with nc

i,∞ and mc
∞, respectively. Comparing the number

of active loads in the two corresponding systems (one with capacity cR and the other

with infinite capacity), and by defining the arrival processes on a common probability
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space, we conclude that for all sample paths nc
i is smaller than nc

i,∞. Similarly, for all

sample paths, mc is smaller than mc
∞

Hence,

Pi
loss[(u

ǫ, yǫ)] = P

[

∑

j

rjn
c
j > cR + cRh − rem

c − ri

]

≤ P

[

∑

j

rjn
c
j > cR + cRh − rem

c − rmax

]

≤ P

[

∑

j

rjn
c
j,∞ > cR + cRh − rem

c
∞ − rmax

]

,

and the arrival rejection probabilities P i
loss[(u

ǫ, yǫ)] converge to zero as well.

Qloss[(u
ǫ, yǫ)] ≤ P

[

rem
c > cR + cRh −

∑

j

rjn
c
j − re

]

+ P

[

rem
c > 2cRh − re

]

≤ P

[

rem
c
∞ > cR + cRh −

∑

j

rjn
c
j,∞ − rmax

]

+ P

[

rem
c
∞ > 2cRh − re

]

,

and the loss probabilities Qloss[(u
ǫ, yǫ)] also converges to zero.
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By (4.5) and (4.6), it follows that

lim
c→∞

1

c
Jc
s ≥ lim

c→∞

1

c
Jc
(

(uǫ, yǫ)
)

=
∑

i

λi(u
ǫ
i)E
[

Ui|Ui ≥ uǫ
i

]

+ a(yǫ)E[Y |Y ≥ yǫ]

−
1

c
E

[

P
(

(cR + cRh)−
(

∑

i

nc
iri +mcre

)

)

]

=
∑

i

λi(u
ǫ
i)E
[

Ui|Ui ≥ uǫ
i

]

+ a(yǫ)E[Y |Y ≥ yǫ]

− P

(

1

c
E

[

(cR + cRh)−
(

∑

i

nc
iri +mcre

)

]

)

=
∑

i

λi(u
ǫ
i)E
[

Ui|Ui ≥ uǫ
i

]

+ a(yǫ)E[Y |Y ≥ yǫ]

− P
(

(R +Rh)−
(

∑

i

1

c
E
[

nc
i

]

ri +
1

c
E
[

mc
]

re
)

)

=
∑

i

λi(u
ǫ
i)E
[

Ui|Ui ≥ uǫ
i

]

+ a(yǫ)E[Y |Y ≥ yǫ]

− P
(

(R +Rh)−
(

∑

i

λi(u
ǫ
i)

µi
ri +

a(yǫ)

d
re
)

)

.

This is true for any positive ǫ. We now let ǫ go to zero, in which case uǫ
i tends to u∗

ub,i

and yǫ tends to y∗ub. Continuity of the demand function and P (x), imply

lim
c→∞

1

c
Jc
s ≥

∑

i

λi(u
∗
ub,i)E

[

Ui|Ui ≥ u∗
ub,i

]

+ a(y∗ub)E[Y |Y ≥ y∗ub]

− P
(

(R +Rh)−
(

∑

i

λi(u
∗
ub,i)

µi
ri +

a(y∗ub)

d
re
)

)

= J1
ub. (4.13)

Meanwhile, based on Prop. 4.1 and Prop. 4.2, Jc
s ≤ J∗,c ≤ Jc

ub = cJ1
ub, and the
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result follows.

In the next two subsections, while staying in the regime of many small loads, we

extend the asymptotic optimality results to conform with additional system behavior

requirements.

4.5.2 Energy Neutrality

We impose energy neutrality which requires the energy consumption of long-term av-

erage cumulative active requests of the external RS class to equal Rh, i.e., E[m(t)]re =

Rh. We show that energy neutrality can be achieved if the SMO can appropriately

influence the demand function of the RS class.

We assume linear demand:

λi(ui) = λi,max(1−
ui

ui,max

),

a(y) = amax(1−
y

ymax

). (4.14)

Suppose that the welfare Ui is uniformly distributed on [0, ui,max] and Y is uniformly

distributed on [0, ymax].Then,

Fi(λi) = ui,max(λi −
λ2
i

2λi,max
),

G(a) = ymax(a−
a2

2amax
) (4.15)

are concave in λi and a, respectively.
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The NLP (4.7) can be now written as:

min −
∑

i

ui,max(λi −
λ2
i

2λi,max
)− ymax(a−

a2

2amax
)

+K
(

(R +Rh)−
(

∑

i

λi

µi
ri +

a

d
re
)

)

s.t.
∑

i

λi

µi
ri +

a

d
re ≤ R +Rh,

a

d
re ≤ 2Rh. (4.16)

For ease of exposition but without loss of generality, we consider next a system

involving 2 internal and 1 external RS class.

Note that the NLP problem (4.16) can be re-formulated into the following Quadratic

Programming (QP) problem:

min
1

2
(λ1, λ2, a)









u1,max

λ1,max

u2,max

λ2,max

ymax

amax















λ1

λ2

a






+







−K r1
u1

− u1,max

−K r2
u2

− u2,max

−K re
d
− amax







T 





λ1

λ2

a







s.t.

[

r1
µ1

r2
µ2

re
d
re
d

]







λ1

λ2

a






≤

[

R +Rh

2Rh

]

. (4.17)

The dual of (4.17) is also a QP problem, as formulated in (4.18).

min
1

2

[

q1

q2

]T [λ1,max

u1,max
·
r2
1

µ2
1

+ λ2,max

u2,max
·
r2
2

µ2
2

+ amax

ymax
· r2e
d2

amax

ymax
· r2e
d2

amax

ymax
· r2e
d2

amax

ymax
· r2e
d2

][

q1

q2

]

+

[

q1

q2

]T

[

R +Rh −K ·
(λ1,max

u1,max
·
r2
1

µ2
1

+
λ2,max

u2,max
·
r2
2

µ2
2

+ amax

ymax
· r2e
d2

)

− λ1,max
r1
µ1

− λ2,max
r2
µ2

− amax
re
d

2Rh −K · amax

ymax
· r2e
d2

− amax
re
d

]

s.t.

[

q1

q2

]

≥ 0. (4.18)
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We denote the optimal solution for primal QP (4.17) by (λ∗
1, λ

∗
2, a

∗), and the optimal

solution for dual QP (4.18) by (q∗1, q
∗
2).

Under energy neutrality, the long-term average of external RS class loads is Rh,

i.e., re ·a
∗/d = Rh. Then, a

∗ = d·Rh/re, and the second inequality constraint of (4.17)

is inactive. By complementary slackness, q∗2 = 0. Substituting in (4.18), q∗1 can be

obtained:

If R+Rh > K · λ1,max

u1,max
·
r21
µ2
1

+λ1,max
r1
µ1
+K · λ2,max

u2,max
·
r22
µ2
2

+λ2,max
r2
µ2
+K · amax

ymax
· r

2
e

d2
+amax

re
d
,

q∗1 = 0;

else, q∗1 =
(

K · λ1,max

u1,max
·

r2
1

µ2
1

+ λ1,max
r1
µ1

+ K · λ2,max

u2,max
·

r2
2

µ2
2

+ λ2,max
r2
µ2

+ K · amax

ymax
· r2e
d2

+

amax
re
d
− (R +Rh)

)

/
(

λ1,max

u1,max
·
r2
1

µ2
1

+
λ2,max

u2,max
·
r2
2

µ2
2

+ amax

ymax
· r2e
d2

)

.

Moreover, the optimality conditions of the Primal QP (4.17) are:

q∗1 ≥ 0,

q∗2 = 0,

a∗ =
d ·R∗

h

re
,

u1,max(1−
λ∗
1

λ1,max
) = (q∗1 −K)

r1
µ1

,

u2,max(1−
λ∗
2

λ2,max
) = (q∗1 −K)

r2
µ2

,

ymax(1−
a∗

amax
) = (q∗1 −K)

re
d
+ q∗2

re
d
. (4.19)

Notice that the left hand sides of equalities in (4.19) are non-negative. In order

for these equalities to hold, it is required that q∗1 ≥ K, which in turn enforces the
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following conditions:

R +Rh ≤K ·
λ1,max

u1,max
·
r21
µ2
1

+ λ1,max
r1
µ1

+K ·
λ2,max

u2,max
·
r22
µ2
2

+ λ2,max
r2
µ2

+K ·
amax

ymax
·
r2e
d2

+ amax
re
d
,

q∗1 −K =
λ1,max

r1
µ1

+ λ2,max
r2
µ2

+ amax
re
d
− (R +Rh)

λ1,max

u1,max
·
r2
1

µ2
1

+ λ2,max

u2,max
·
r2
2

µ2
2

+ amax

ymax
· r2e
d2

=
µ1

r1
· u1,max(1−

λ∗
1

λ1,max

)

=
µ2

r2
· u2,max(1−

λ∗
2

λ2,max

)

=
d

re
· ymax(1−

1

amax

·
d · R∗

h

re
).

Or,

R +Rh ≤ λ1,max
r1
µ1

+ λ2,max
r2
µ2

+ amax
re
d
,

R ≤ λ1,max
r1
µ1

+ λ2,max
r2
µ2

,

ymax(1−
1

amax
·
d · Rh

re
) =

λ1,max
r1
µ1

+ λ2,max
r2
µ2

−R

λ1,max

u1,max
·
r2
1

µ2
1

+
λ2,max

u2,max
·
r2
2

µ2
2

·
re
d
. (4.20)

If (4.20) holds, by complementary slackness, the first inequality of (4.17) is active

and there is no penalty cost in the optimal objective function, i.e., the optimal social

welfare is:

−
1

2

(

λ1,max
r1
µ1

+ λ2,max
r2
µ2

+ amax
re
d
− (R +Rh)

)2

λ1,max

u1,max
·
r2
1

µ2
1

+
λ2,max

u2,max
·
r2
2

µ2
2

+ amax

ymax
· r2e
d2

+
1

2
λ1,maxu1,max +

1

2
λ2,maxu2,max +

1

2
amaxymax. (4.21)
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We summarize the above result as follows:

Proposition 4.5 Given (4.20), in the regime of many small loads, when applying

the static pricing policy derived from (4.16), the long-term average capacity usage of

the external RS class is Rh, and the optimal performance is given by (4.21).

Remark: Notice that we assume linear demand y(a) = ymax(1 − a
amax

), where

ymax is the intercept and ymax/amax is the slope. (4.20) implies that for the long-term

average ofm(t)re to equal Rh, the maximal price, ymax, and the reciprocal of elasticity,

ymax/amax, must satisfy (4.20), i.e., the optimal arrival rate and price pair (4.22) lies

on the linear demand curve.

a∗ =
d · Rh

re

y∗ =
λ1,max

r1
µ1

+ λ2,max
r2
µ2

− R

λ1,max

u1,max
·
r2
1

µ2
1

+
λ2,max

u2,max
·
r2
2

µ2
2

·
re
d
. (4.22)

4.5.3 Optimal Selection of R and Rh

We have so far considered R and Rh as given market transactions determined at

the long time scale and focused on the operational decisions of the SMO that affect

short time scale behavior resulting in energy neutrality over the long time scale. We

now focus on the SMO’s optimal selection of the long time scale market transactions

setting average load R and RS reserves Rh.

We adopt all Section 4.5.2 definitions and introduce R0, an estimate of the desired

consumption of the building in the event that no RS is offered. Given a feasible setting

(R,Rh) with R ≥ R0 and Rh ≥ 0, we incur two penalty costs: (1) 1
2
κ1(R− R0) with
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κ1 > 0 to penalize deviation from the desired consumption, and (2) 1
2
κ2Rh with

κ2 > 0 to model the intangible (inconvenience) and tangible (control and actuation)

costs of responding to offering regulation service requests.

Based on Proposition 4.5, in the regime of many small loads, for any feasible

consumption and RS pair (R,Rh), the optimal social welfare consistent with the

condition of energy neutrality on the average is given by (4.21). The optimal (R,Rh)

pair can be obtained by solving the following Quadratic Programming problem:

min
1

2

(

λ1,max
r1
µ1

+ λ2,max
r2
µ2

+ amax
re
d
− (R +Rh)

)2

λ1,max

u1,max
·
r2
1

µ2
1

+
λ2,max

u2,max
·
r2
2

µ2
2

+ amax

ymax
· r2e
d2

+
1

2
κ1(R +Rh − R0) +

1

2
κ2Rh

s.t. R +Rh ≤ λ1,max
r1
µ1

+ λ2,max
r2
µ2

+ amax
re
d
,

R ≤ λ1,max
r1
µ1

+ λ2,max
r2
µ2

,

ymax(1−
1

amax
·
d · Rh

re
) =

λ1,max
r1
µ1

+ λ2,max
r2
µ2

− R

λ1,max

u1,max
·
r2
1

µ2
1

+
λ2,max

u2,max
·
r2
2

µ2
2

·
re
d
,

R +Rh ≥ R0,

Rh ≥ 0. (4.23)

The first term in the objective function models the impact on the optimal social

welfare while the last two terms represent the penalty costs described above. The

first three constraints impose energy neutrality over the long time scale, and the last

two constraints ensure that the (R,Rh) pair is feasible.
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We summarize the above result as follows:

Proposition 4.6 The optimal average building load and regulation service reserve

pair (R∗, R∗
h) can be obtained by solving (4.23).

4.6 Numerical Experiments

In this section, we report numerical experiments that verify and validate our results.

4.6.1 Tracking of ISO Requests

Assume that the SMO can support a maximal consumption of 1200 KW with R =

1000 KW and Rh = 200 KW. This consumption is consistent with the Boston Uni-

versity (BU) Photonics building housing the office of the author of this dissertation.

Consider two internal classes characterized by (all arrival rates are in arrivals/minute

and departure rates in departures/minute): λ1(u1) = 1600−80u1, λ2(u2) = 800−80u2,

u1,max = 20, u2,max = 10, λ1,max = 1600, λ2,max = 800, r1 = 2 KW, r2 = 1 KW, µ1 = 1,

µ2 = 2. The RS class arrival rate is: a(y) = 1000(1 − y/ymax) with ymax to be de-

termined, amax = 1000, re = 1 KW, d = 2. The penalty function has a slope of

K = 1000. Assume that the social welfare Ui is uniformly distributed on [0, ui,max]

and Y is uniformly distributed on [0, ymax]. With these values we can solve the NLP

problem (4.16) and obtain asymptotically optimal static prices.

Consider a typical regulation service cycle consisting of three 5-minute periods.

Each cycle starts with a full RS standby state, namely, with all RS active loads

totalling Rh. This is the result of the ISO 5 minute dispatch which we model by
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tuning the value of ymax. In the following two periods within the cycle, ISO requests

are modeled as random samples from a uniform distribution over [0, 2Rh] which are

instantiated by setting the corresponding value of ymax. This random cycle is sta-

tistically energy neutral over the long time scale corresponding to an average energy

consumption of RS requests equal to Rh. In this experiment, ymax changes every 5

minutes and the SMO must control internal class loads to meet ISO requests within

the 5 minute response requirement. By formulating and solving the NLP problem

(4.16) at the beginning of every period, the SMO is able to appropriately set the

prices that result in the required arrivals of internal classes. We simulate the system

for the long time scale of one hour consisting of 12 periods of 5 minutes each and

report the results below.

The steady-state arrival rates for the two internal classes and the RS class in these

periods are shown in Tab. 4.1.

The evolution of the total consumption due to internal loads and the total load

of the RS class are shown in Fig. 4·2. Note that by applying static pricing policies

that are piece-wise constant over each 5-minute period, internal loads converge to the

ISO request. Recalling that RS reserves are required to respond with a ramp of Rh/5

KW per minute, the response of internal class loads conforms well to requirements.

Indeed, since Rh = 200 KW in this example, the rate at which n1(t)r1+n2(t)r2+m(t)re

move away from and then approach the 1200 KW level should be close to 40 KW per

minute. Figure 4·2 demonstrates this to be the case. The SMO’s decision to offer



120

Table 4.1: The Arrival Rates of Internal Classes and the RS Class.

Phase Internal class 1 Internal class 1 The RS class

1 376 494 400

2 409 502 258

3 346 486 527

4 376 494 400

5 309 477 683

6 409 502 257

7 376 494 400

8 322 480 630

9 445 511 106

10 376 494 400

11 403 500 286

12 321 480 635

200 KW of RS is consistent with its capability to perform according to the associated

contractual requirements. In Figure 4·3, where we plot the number of internal loads

and RS requests, we note that there are on average 350 active loads of class 1 with a

2 KW consumption rate – these might be HVAC heating zone loads – and 250 active

loads of class 2 with a 1 KW consumption rate. These quantities are consistent with

the BU Photonics building which features several hundred heating zones.

4.6.2 Long Term Energy Neutrality

In this section, we view the dynamics of the system in a longer time horizon and

investigate how to maintain energy neutrality over that horizon by controlling the

arrival rates of the RS class. The whole system is modeled as in Section 4.6.1.
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Figure 4·2: Energy consumption by internal classes and active RS
requests.
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Figure 4·3: Number of active internal loads and active RS requests.
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Based on Proposition 4.5, in order to achieve long-term energy neutrality, the ISO,

which is in fact obligated to maintain energy neutrality, will set its utility parameters

so that Eq. (4.20) holds, i.e.,

ymax(1−
400

amax

) =
2600

340
·
1

2
.

Therefore, in our numerical example where amax = 1000, we must have ymax = 6.3725

to maintain energy neutrality. We next formulate the NLP problem as in (4.16). The

optimal arrival rates are λ∗
1 = 376, λ∗

2 = 494, a∗ = 400, and the average numbers of

active loads in steady-state are n∗
1 = 376, n∗

2 = 247, m∗ = 200 for two internal classes

and the RS class, respectively. We simulate the system for 240 minutes and show the

results below.

First of all, as shown in Fig. 4·4, the average energy consumption of active RS

requests is approximately 195, which is very close to Rh. Therefore, energy neutrality

is statistically verified in this example. Also, the average energy consumption of active

internal loads and active RS requests is about 1160, which is approximately equal to

the consumption capacity R+Rh, i.e., there is no consumption capacity that remains

unutilized. The SMO controls building loads to fully utilize consumption capacity

for either meeting internal demand or providing RS reserves. Secondly, it can be

concluded from Fig. 4·5 that the SMO is adequately responsive to external markets

by self-adjusting active internal loads in a very short time. The average numbers of

active internal loads and active RS requests present in the system are 361, 242, and
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Figure 4·4: Energy consumption by internal classes and active RS
requests.
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Figure 4·5: Number of active internal loads and active RS requests.
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195, respectively. These numbers are consistent, i.e., they are very close to the NLP

derived solution of 376, 247, and 200.

4.6.3 Optimal Selection of R and Rh

In this section, we investigate the case of optimally setting R and Rh. The considered

two internal classes and the RS class are modeled as in Section 4.6.2. We assume

the nominal energy consumption R0 = 1000 and consider four different settings of

penalty function slopes as shown in Tab. 4.2.

We recognize that each distinct pair of (amax, ymax) results in a distinct optimal

pair (R∗, R∗
h) when we solve the NLP problem (4.23). In the numerical experiment

reported below, we set amax = 1000 and gradually increase ymax from 0 to 10 in order

to examine how different ymax affects the optimal pair (R∗, R∗
h). Simulation results

are shown in Fig. 4·6. Several conclusions can be drawn. When the maximal price

(correspondingly the utility) of the ISO’s RS requests, ymax, is relatively small, the

SMO would rather not provide RS reserves. In such scenarios, the energy neutrality

conditions enforce that the optimal R is a decreasing function of ymax. However,

when the value of ymax is above a certain threshold, the SMO enjoys a utility level

that compensates building occupants for the inconvenience and costs of providing

the ISO with RS reserves. As a result, the optimal value of Rh increases with ymax.

Moreover, the threshold that determines whether the SMO provides RS reserves, is

controlled by the penalty function slopes κ1 and κ2. The larger κ1 and κ2 are, the

greater the threshold is.
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Table 4.2: Penalty Function Slope Settings.

Setting κ1 κ2

1 1 1

2 10 1

3 1 10

4 10 10

Figure 4·6: Optimal selection of R and Rh for different RS class max-
imal arrival rates.
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Chapter 5

Conclusion

This dissertation investigates the optimization problem of energy consumption in two

areas: topology control in WSNETs and regulating electricity demand in large smart

buildings. We now summarize the conclusions and future research directions for these

two topics.

5.1 Topology Control in WSNETs

We considered the problems of constructing energy efficient topologies in WSNETs

which are preferable for running consensus/averaging algorithms. We first considered

the problem of constructing a minimum power bidirectional spanning tree for the case

of static networks. Construction of the tree is an NP-complete problem. We provided

a mixed integer programming formulation and several methods for constructing good

feasible solutions. Two of our methods can be implemented in a distributed man-

ner and are based on running well known graph algorithms (shortest path, minimum

weight spanning tree) on an appropriately designed augmented graph. Computa-

tionally speaking, both methods are very efficient and yield solutions in the order of

minutes for moderate instances. Furthermore, an illustrative set of numerical results
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shows that the solutions we obtain are close to optimal.

Secondly, in regards to the dynamic networks case, we considered the problem

of constructing an interconnected network using minimal energy. The problem was

posed as a dynamic programming problem and a number of structural properties were

established. We studied approximate/suboptimal algorithms that are more suitable

for large-scale instances. To develop these approximate algorithms, we first considered

a scenario in which a connected network needs to be built over a large enough horizon.

In such regime, we established that a policy that solves a minimum spanning tree

problem is optimal. In the more general scenario in which the horizon is not large

enough, we developed a rollout algorithm which leverages the MST-based solutions.

Numerical results imply that the proposed rollout algorithm is effective and efficient

enough to handle large problems.

We note that WSNETs have great theoretical and practical potential. From a the-

oretical perspective, WSNETs provide an innovative platform where optimization and

control theory can play an important role, and present new challenges to researchers.

From an application perspective, the flexibility, fault tolerance, self-configuration,

low-cost and rapid deployment characteristics of WSNETs create a wide range of

innovative applications that will greatly facilitate our daily lives. We especially point

out that Wireless Sensor Body Area Networks are expected to generate a lot of in-

terests in next decade [Latré et al., 2011]. However, revolutionary breakthroughs

in battery research are not in sight, energy conservation remains a primary issue in
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WSNETs. Energy efficient protocols and schemes have very broad research prospect

in every aspect of a WSNET.

Since [Tsitsiklis, 1984], (distributed) averaging/consensus has received consider-

able attention, especially in the past decade after the emergence of WSNETs. Con-

sensus/averaging builds a bridge linking classical optimization and control theory

and innovative applications in WSNETs. However, most research has been focused

on static networks and investigates topologies with fast convergence rates. These

topologies are generally stationary and sometimes require global information for con-

struction, which make them not suitable for WSNET applications. We note that

future work should consider consenus/averaging in dynamic environments and ad-

dress the issues of distributed computation and implementation.

5.2 Regulation Service Reserves by Smart Buildings

The advent and development of the smart grid will provide great opportunities for

smart buildings to participate in power markets. We derive the optimal policy for a

smart building electricity operator to modulate its electricity consumption and offer

valuable regulation service reserves to a wholesale power market operator. To this

end, we introduced a social welfare maximization model and formulated a stochas-

tic DP problem. Recognizing that an optimal dynamic policy is not tractable for

realistic problem size instances, we explored a tractable alternative by (i) deriving

bounds on the optimal performance, (ii) proposing a static policy that we show to
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be asymptotically optimal, and (iii) extending the asymptotic optimality result to

apply to the realistic requirements that a smart building operator must deal with.

We finally provided numerical simulations to demonstrate that the proposed static

policy is computationally efficient and responds quickly to accommodate fast reserve

requests from external power markets.

With the smart grid and smart buildings, higher energy efficiency levels will be-

come possible along the power grid by exploiting detailed and close to real-time

information available across the grid and throughout smart building microgrids. En-

abling buildings to offer capacity reserves and compete with centralized generators

in the power markets promises a major contribution to infrastructure resilience and

lower CO2 emissions due to increased efficiency and accommodation of intermittent,

yet clean generation. Because the smart grid and smart buildings are newly-emerging

and fast-growing, little work has been done on demand control aiming at the provision

of capacity reserves. We want to emphasize that optimization and control theory can

have a significant impact in this fascinating area.
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